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Abstract

Jacobi groupoids are introduced as a generalization of Poisson and contact groupoids and it is
proved that generalized Lie bialgebroids are the infinitesimal invariants of Jacobi groupoids. Several
examples are discussed.
© 2003 Elsevier Science B.V. All rights reserved.

MSC:17B66; 22A22; 53D10; 53D17; 58H05

JGP SC: Differential geometry

Keywords:Lie groupoids; Lie algebroids; Lie bialgebroids; Poisson groupoids; Contact groupoids; Jacobi
manifolds

1. Introduction

A Poisson groupoid is a Lie groupoidG ⇒ M with a Poisson structureΛ for which
the graph of the partial multiplication is a coisotropic submanifold in the Poisson manifold
(G×G×G,Λ⊕Λ⊕−Λ) (see[40]). If (G ⇒ M,Λ) is a Poisson groupoid, then there
exists a Poisson structure onM such that the source projectionα : G → M is a Poisson
morphism. Moreover, ifAG is the Lie algebroid ofG, then the dual bundleA∗G to AG itself
has a Lie algebroid structure. Poisson groupoids were introduced by Weinstein[40] as a
generalization of both Poisson Lie groups and the symplectic groupoids which arise in the
integration of arbitrary Poisson manifolds. A canonical example of symplectic groupoid is
the cotangent bundleT ∗G of an arbitrary Lie groupoidG ⇒ M. In this case, the base space
isA∗G and the Poisson structure onA∗G is just the linear Poisson structure induced by the
Lie algebroidAG (see[2]).
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In [30], Mackenzie and Xu proved that a Lie groupoidG ⇒ M endowed with a Poisson
structureΛ is a Poisson groupoid if and only if the bundle map #Λ : T ∗G→ TG is a mor-
phism between the cotangent groupoidT ∗G ⇒ A∗G and the tangent groupoidTG⇒ TM.
This characterization was used in order to prove that Lie bialgebroids are the infinitesimal
invariants of Poisson groupoids, i.e. if (G ⇒ M,Λ) is a Poisson groupoid, then (AG, A∗G)
is a Lie bialgebroid and, conversely, a Lie bialgebroid structure on the Lie algebroid of a
(suitably simply connected) Lie groupoid can be integrated to a Poisson groupoid structure
[28,30,31](these results can be applied to obtain a new proof of a theorem of Karasaev[19]
and Weinstein[39] about the relation between symplectic groupoids and their base Pois-
son manifolds). We remark that in[5], Crainic and Loja Fernandes have given the precise
obstructions to integrate an arbitrary Lie algebroid to a Lie groupoid.

On the other hand, a contact groupoid (G ⇒ M,η, σ) is a Lie groupoidG ⇒ M endowed
with a contact 1-formη ∈ Ω1(G) and a multiplicative functionσ ∈ C∞(G,R) such that

η(gh)(Xg ⊕TG Yh) = ηg(Xg)+ eσ(g)ηh(Yh) for (Xg, Yh) ∈ TG(2),

where⊕TG is the partial multiplication in the tangent Lie groupoidTG ⇒ TM (see
[6,7,20,23]). Contact groupoids can be considered as the odd-dimensional counterpart of
symplectic groupoids and they have applications in the prequantization of Poisson man-
ifolds and in the integration of local Lie algebras associated to rank one vector bundles
(see[6,7]). In this case, the base spaceM carries an induced Jacobi structure such that the
pair (α,eσ) is a conformal Jacobi morphism. Moreover, the presence of the multiplicative
functionσ induces a 1-cocycleφ0 ∈ Γ(A∗G) in the Lie algebroid cohomology ofAG. We
note that the relation between Jacobi structures and Lie algebroids with 1-cocycles has been
recently explored in[16] by the authors (see also[12]). More precisely, we have obtained
that a Lie algebroid structure on a vector bundleA → M and a 1-cocycleφ0 ∈ Γ(A∗), a
generalized Lie algebroid in our terminology, induce a Jacobi structure(Λ(A∗,φ0)E(A∗,φ0))

on A∗ satisfying some linearity conditions. In addition, using the differential calculus on
Lie algebroids in the presence of a 1-cocycle, it has been introduced in[17] (see also
[11,12]) the notion of a generalized Lie bialgebroid in such a way that a Jacobi manifold
has associated a canonical generalized Lie bialgebroid. A generalized Lie bialgebroid is a
pair ((A, φ0), (A

∗, X0)), where(A, φ0) and(A∗, X0) are generalized Lie algebroids, such
that the Lie algebroid structures onA andA∗ and the 1-cocyclesφ0 andX0 satisfy some
compatibility conditions. Whenφ0 andX0 are zero, the definition reduces to that of a Lie
bialgebroid. We also remark that the theory of generalized Lie algebroids plays an important
role in the study of Lie brackets on affine bundles and its application in the geometrical
construction of Lagrangian-type dynamics on affine bundles (see[10,32,36]).

The aim of this paper is to integrate generalized Lie bialgebroids, i.e. to introduce the
notion of a Jacobi groupoid (a generalization of Poisson and contact groupoids), in terms
of groupoid morphisms, such that generalized Lie bialgebroids to be considered as the
infinitesimal invariants of Jacobi groupoids.

As in the case of contact groupoids, we start with a Lie groupoidG ⇒ M, a Jacobi
structure(Λ,E) on G and a multiplicative functionσ : G → R. Then, as in the case
of Poisson groupoids, we consider the vector bundle morphism #(Λ,E) : T ∗G × R →
TG× R induced by the Jacobi structure(Λ,E). The multiplicative functionσ induces, in
a natural way, an action of the tangent groupoidTG ⇒ TM over the canonical projection
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π1 : TM× R → TM obtaining an action groupoidTG ⇒ R over TM× R. Thus, it is
necessary to introduce a suitable Lie groupoid structure inT ∗G× R overA∗G and this is
the first important result of the paper. In fact, we prove that:

• If AG is the Lie algebroid of an arbitrary Lie groupoidG ⇒ M,σ : G → R is a
multiplicative function,π̄G : T ∗G × R → G is the canonical projection andηG is
the canonical contact 1-form onT ∗G × R, then (T ∗G × R ⇒ A∗G, ηG, σ ◦ π̄G) is a
contact groupoid in such a way that the Jacobi structure onA ∗G is just the linear Jacobi
structure(Λ(A∗G,φ0), E(A∗G,φ0)) induced by the Lie algebroidAG and the 1-cocycleφ0
which comes from the multiplicative functionσ (seeTheorems 3.7 and 3.10).

Now, we will say that (G ⇒ M,Λ,E, σ) is a Jacobi groupoid if the map #(Λ,E) :
T ∗G× R→ TG× R is a Lie groupoid morphism over some mapϕ0 : A∗G→ TM× R.
Poisson and contact groupoids and other interesting examples are Jacobi groupoids. In
particular, Jacobi groupoids (G ⇒ M,Λ,E, σ), whereM is a single point are just the Lie
groups studied in[18], whose infinitesimal invariants are generalized Lie bialgebras.

On the other hand, if (G ⇒ M,Λ,E, σ) is a Jacobi groupoid, then we show that the vector
bundleA∗G admits a Lie algebroid structure and the multiplicative functionσ (respectively,
the vector fieldE) induces a 1-cocycleφ0 (respectively,X0) on AG (respectively,A∗G).
Thus, a first relation between Jacobi groupoids and generalized Lie bialgebroids can be
obtained and this is the second important result of our paper:

• If (G ⇒ M,Λ,E, σ) is a Jacobi groupoid, then((AG, φ0), (A
∗G,X0)) is a generalized

Lie bialgebroid (seeTheorem 5.4).
Finally, a converse of the above statement is the third important result of the paper.

More precisely, we prove the following theorem.
• Let((AG, φ0), (A

∗G,X0))be a generalized Lie bialgebroid whereAGis the Lie algebroid
of an α-connected andα-simply connected Lie groupoidG ⇒ M. Then, there is a
unique multiplicative functionσ : G → R and a unique Jacobi structure(Λ,E) on G

that makes(G ⇒ M,Λ,E, σ) into a Jacobi groupoid with generalized Lie bialgebroid
((AG, φ0), (A

∗G,X0)) (seeTheorem 5.9).

The two previous results generalize those obtained by Mackenzie and Xu[30,31] for
Poisson groupoids and those obtained by the authors[18] for generalized Lie bialgebras.

The paper is organized as follows. InSection 2, we recall several definitions and results
about Jacobi manifolds, Lie algebroids and Lie groupoids which will be used in the sequel. In
Section 3, we prove that a Lie groupoidG ⇒ M (with Lie algebroidAG) and a multiplicative
functionσ : G→ R induce a Lie groupoid structure inTG×R overTM×R and a contact
groupoid structure inT ∗G × R overA∗G. In Section 4, we introduce the definition of a
Jacobi groupoid, giving some examples, and we prove some properties of these groupoids. In
Section 5, we show that generalized Lie bialgebroids are, in fact, the infinitesimal invariants
of Jacobi groupoids.

Notation. If M is a differentiable manifold, we will denote byC∞(M,R) the algebra of
C∞ real-valued functions onM, by Ωk(M) the space ofk-forms onM, byX(M) the Lie
algebra of vector fields, byδ the de Rham differential onΩ∗(M) = ⊕kΩ

k(M), byL the Lie
derivative operator and by [, ] the Schouten–Nijenhuis bracket[1,37]. Moreover, ifA→ M

is a vector bundle overM andP ∈ Γ(∧2A) is a section of∧2A→ M, we will denote by
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#P : A∗ → A the bundle map given byν(#P(ω)) = P(x)(ω, ν) for ω, ν ∈ A∗x, A∗x being
the fiber ofA∗ overx ∈ M. We will also denote by #P : Γ(A∗)→ Γ(A) the corresponding
homomorphism ofC∞(M,R)-modules.

2. Jacobi structures, Lie algebroids and Lie groupoids

2.1. Jacobi structures

A Jacobi structureon a manifoldM is a pair(Λ,E), whereΛ is a 2-vector andE is a
vector field onM satisfying the following properties:

[Λ,Λ] = 2E ∧Λ, [E,Λ] = 0. (2.1)

The manifoldM endowed with a Jacobi structure is called aJacobi manifold. A bracket of
functions (theJacobi bracket) is defined by

{f, g} = Λ(δf, δg)+ f E(g)− gE(f )

for all f, g ∈ C∞(M,R). In fact, the spaceC∞(M,R) endowed with the Jacobi bracket is
a local Lie algebrain the sense of Kirillov (see[21]). Conversely, a structure of local Lie
algebra onC∞(M,R) defines a Jacobi structure onM (see[13,21]). If the vector fieldE
identically vanishes, then(M,Λ) is aPoisson manifold(see[1,26,37,38]).

Another interesting example of Jacobi manifolds comes from contact manifolds. LetM

be a 2n + 1-dimensional manifold andη a 1-form onM. We say that(M, η) is acontact
manifoldif η ∧ (δη)n �= 0 at every point (see e.g.[25,27]). A contact manifold(M, η) is a
Jacobi manifold whose associated Jacobi structure(Λ,E) is given by

Λ(ω, ν) = δη( −1
η (ω),  −1

η (ν)), E =  −1
η (η)

for ω, ν ∈ Ω1(M),  η : X(M) → Ω1(M) being the isomorphism ofC∞(M,R)-modules
defined by η(X) = i(X)δη + η(X)η. Note thatE is theReeb vector fieldof M which is
characterized by the conditionsi(E)η = 1 andi(E)δη = 0. Moreover

 −1
η (ω) = −#Λ(ω)+ ω(E)E for ω ∈ Ω1(M).

Jacobi manifolds were introduced by Lichnerowicz[27] (see also[8,13]).

Remark 2.1. Let (Λ,E) be a 2-vector and a vector field on a manifoldM. Then, we can
consider the 2-vector̃Λ given by

Λ̃ = e−t
(
Λ+ ∂

∂t
∧ E

)
, (2.2)

where t is the usual coordinate onR. The 2-vectorΛ̃ is homogeneous with respect to
the vector field∂/∂t, i.e.L∂/∂tΛ̃ = −Λ̃. In fact, if Λ̃ is a 2-vector onM × R such that
L∂/∂tΛ̃ = −Λ̃, then there exists a 2-vectorΛ and a vector fieldE onM such thatΛ̃ is given
by (2.2). Moreover,(Λ,E) is a Jacobi structure onM if and only if Λ̃ defines a Poisson
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structure onM×R (see[27]). The manifoldM×R endowed with the structurẽΛ is called
thePoissonization of the Jacobi manifold(M,Λ,E). If (Λ,E) is a Jacobi structure onM
induced by a contact 1-formη, then the corresponding Poisson structureΛ̃ on M × R is
non-degenerate and is associated with the symplectic 2-formΩ̃ = et(δη+ δt ∧ η).

Before finishing this section, we will give a definition which will be useful in the follow-
ing.

Definition 2.2. Let S be a submanifold of a manifoldM andΛ be an arbitrary 2-vector.S
is said to be coisotropic (with respect toΛ) if #Λ((TxS)

◦) ⊆ TxS for x ∈ S, (TxS)
◦ being

the annihilator space ofTxS.

Remark 2.3. If Λ (respectively,(Λ,E)) is a Poisson structure (respectively, a Jacobi struc-
ture) onM, then we recover the notion of a coisotropic submanifold of the Poisson manifold
(M,Λ) [25,40](respectively, coisotropic submanifold of a Jacobi manifold(M,Λ,E) [15]).

2.2. Lie algebroids

A Lie algebroid Aover a manifoldM is a vector bundleA overM together with a Lie
bracket [[, ]] on the spaceΓ(A) of the global cross-sections ofA → M and a bundle map
ρ : A→ TM, called theanchor map, such that if we also denote byρ : Γ(A)→ X(M) the
homomorphism ofC∞(M,R)-modules induced by the anchor map, then:

(i) ρ : (Γ(A), [[ , ]])→ (X(M), [, ]) is a Lie algebra homomorphism and
(ii) for all f ∈ C∞(M,R) and for allX, Y ∈ Γ(A), one has

[[X, f Y]] = f [[X, Y ]] + (ρ(X)(f ))Y.

The triple(A, [[ , ]] , ρ) is called a Lie algebroid overM (see[29,34]).

A real Lie algebra of finite dimension is a Lie algebroid over a point. Another example
of a Lie algebroid is the triple(TM, [, ], Id), whereM is a differentiable manifold and
Id : TM→ TM is the identity map.

If A is a Lie algebroid, the Lie bracket onΓ(A) can be extended to the so-calledSchouten
bracket[[ , ]] on the spaceΓ(∧∗A) = ⊕kΓ(∧kA) of multi-sections ofA in such a way that
(⊕kΓ(∧kA),∧, [[ , ]]) is a graded Lie algebra. In fact, the Schouten bracket satisfies the
following properties:

[[X, f ]] = ρ(X)(f ), [[P,Q]] = (−1)pq[[Q,P ]] ,

[[P,Q ∧ R]] = [[P,Q]] ∧ R+ (−1)q(p+1)Q ∧ [[P,R]] ,

(−1)pr[[[[ P,Q]] , R]] + (−1)qr[[[[ R,P ]] ,Q]] + (−1)pq[[[[ Q,R]] , P ]] = 0

for X ∈ Γ(A), f ∈ C∞(M,R), P ∈ Γ(∧pA),Q ∈ Γ(∧qA) andR ∈ Γ(∧rA) (see[37]).

Remark 2.4. The definition of Schouten bracket considered here is the one given in[37]
(see also[1,26]). Some authors, see e.g.[22], define the Schouten bracket in another way.
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In fact, the relation between the Schouten bracket [[, ]] ′ in the sense of[22] and the Schouten
bracket [[, ]] in the sense of[37] is the following one. IfP ∈ Γ(∧pA) andQ ∈ Γ(∧∗A),
then [[P,Q]] ′ = (−1)p+1[[P,Q]].

On the other hand, imitating the de Rham differential on the spaceΩ∗(M), we define
thedifferential of the Lie algebroid A, d : Γ(∧kA∗) → Γ(∧k+1A∗), as follows. Forω ∈
Γ(∧kA∗) andX0, . . . , Xk ∈ Γ(A):

dω(X0, . . . , Xk)=
k∑

i=0

(−1)iρ(Xi)(ω(X0, . . . , X̂i, . . . , Xk))

+
∑
i<j

(−1)i+jω([[Xi,Xj]] , X0, . . . , X̂i, . . . , X̂j, . . . , Xk).

(2.3)

Moreover, since d2 = 0, we have the corresponding cohomology spaces. This cohomology
is theLie algebroid cohomology with trivial coefficients(see[29]).

Using the above definitions, it follows that a 1-cochainφ ∈ Γ(A∗) is a 1-cocycle if and
only if

φ[[X, Y ]] = ρ(X)(φ(Y))− ρ(Y)(φ(X))

for all X, Y ∈ Γ(A).
Next, we will consider some examples of Lie algebroids which will be important in the

following:

1. The Lie algebroid(TM× R, [, ], π)
If M is a differentiable manifold, then the triple (TM× R, [, ], π) is a Lie algebroid

overM, whereπ : TM× R→ TM is the canonical projection over the first factor and
[, ] is the bracket given by (see[29,33])

[(X, f ), (Y, g)] = ([X, Y ], X(g)− Y(f )) (2.4)

for (X, f ), (Y, g) ∈ X(M)× C∞(M,R) ∼= Γ(TM× R).
2. The Lie algebroid(T ∗M × R, [[ , ]] (Λ,E), #̃(Λ,E)) associated with a Jacobi manifold

(M,Λ,E)

A Jacobi manifold(M,Λ,E) has an associated Lie algebroid(T ∗M × R, [[ , ]] (Λ,E),

#̃(Λ,E)), where [[, ]] (Λ,E) and#̃(Λ,E) are defined by

[[(ω, f ), (ν, g)]] (Λ,E)

= (L#Λ(ω)ν − L#Λ(ν)
ω − δ(Λ(ω, ν))+ fLEν − gLEω − i(E)(ω ∧ ν),Λ(ν, ω)

+#Λ(ω)(g)− #Λ(ν)(f )+ fE(g)− gE(f )), #̃(Λ,E)(ω, f ) = #Λ(ω)+ fE

(2.5)

for (ω, f ), (ν, g) ∈ Ω1(M) × C∞(M,R) ∼= Γ(T ∗M × R),L being the Lie derivative
operator (see[20]). In the particular case when(M,Λ) is a Poisson manifold we re-
cover, by projection, the Lie algebroid(T ∗M, [[ , ]]Λ,#Λ), where [[, ]]Λ is the bracket of
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1-forms defined by [[ω, ν]]Λ = L#Λ(ω)ν−L#Λ(ν)ω− δ(Λ(ω, ν)) for ω, ν ∈ Ω1(M) (see
[1,2,9,37]).

3. Action of a Lie algebroid on a smooth map
Let (A, [[ , ]] , ρ) be a Lie algebroid over a manifoldM andπ : P → M be a smooth

map. An action ofA onπ : P → M is aR-linear map

∗ : Γ(A)→ X(P), X ∈ Γ(A) �→ X∗ ∈ X(P)

such that

(f X)∗ = (f ◦ π)X∗, [[X, Y ]]∗ = [X∗, Y∗], π
p
∗ (X∗(p)) = ρ(X(π(p)))

for f ∈ C∞(M,R),X, Y ∈ Γ(A) andp ∈ M. If ∗ : Γ(A)→ X(P) is an action ofA on
π : P → M andτ : A→ M is the bundle projection, then the pullback vector bundle
of A overπ:

π∗A = {(a, p) ∈ A× P/τ(a) = π(p)}
is a Lie algebroid overP with the Lie algebroid structure([[ , ]]π, ρπ) which is charac-
terized by

ρπ(X)(p) = X∗(p), [[X, Y ]]π = [[X, Y ]] ◦ π
forX, Y ∈ Γ(A)andp ∈ P . The triple(π∗A, [[ , ]]π, ρπ) is called theaction Lie algebroid
of A onπ and it is denoted byA � π or A � P (see[14]).

4. The Lie algebroid associated with a linear Poisson structure
Let τ : A→ M be a vector bundle on a manifoldM. Then, it is clear that there exists

a bijection between the spaceΓ(A∗) of the sections of the dual bundleτ∗ : A∗ → M

and the setL(A) of real functions onA which are linear on each fiber:

Γ(A∗)→ L(A), ν→ ν̃.

Now, suppose thatΛ is a linear Poisson structure onA with Poisson bracket{, }. This
means that the Poisson bracket of two linear functions onA is again a linear function.
This fact implies that the Poisson bracket of a linear function onA and a basic function
is a basic function. Moreover, one may define a Lie algebroid structure([[ , ]] , ρ) on
τ∗ : A∗ → M which is characterized by

[̃[ν, µ]] = {ν̃, µ̃}, ρ(ν)(f ) ◦ τ = {ν̃, f ◦ τ} (2.6)

for ν, µ ∈ Γ(A∗) andf ∈ C∞(M,R) (see[2,3]). Conversely, ifA is a vector bundle
overM and the dual bundleA∗ admits a Lie algebroid structure([[ , ]] , ρ), then one may
define a linear Poisson bracket{, } on A in such a way that(2.6)holds.

5. The tangent Lie algebroid
Let (M,Λ) be a Poisson manifold. Then, the complete liftΛc of Λ to the tangent

bundleTM defines a linear Poisson structure onTM (see[3,35]). Λc is called thetangent
Poisson structure.

Now, suppose thatτ : A → M is a Lie algebroid over a manifoldM and thatp :
A∗ ×M A→ R is the natural pairing. Then,TAandTA∗ are vector bundles overTM and
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p induces a non-degenerate pairingTA∗ ×TM TA→ R. Thus, we get an isomorphism
between the vector bundlesTA and(TA∗)∗. Therefore, the dual bundle toTA→ TM
may be identified withTA∗ → TM. On the other hand, sinceA∗ is a Poisson manifold,
we have thatTA∗ admits a linear Poisson structure. Consequently, the vector bundle
TA→ TM is a Lie algebroid which is called thetangent Lie algebroidto A (for more
details, see[4,30]).

2.3. Lie groupoids

A groupoidconsists of two setsG andM, called, respectively, thegroupoidand thebase,
together with two mapsα andβ from G to M, called, respectively, thesourceandtarget
projections, a mapε : M → G, called theinclusion, a partial multiplicationm : G(2) =
{(g, h) ∈ G×G/α(g) = β(h)} → G and a mapι : G→ G, called theinversion, satisfying
the following conditions:

(i) α(m(g, h)) = α(h) andβ(m(g, h)) = β(g) for all (g, h) ∈ G(2),
(ii) m(g,m(h, k)) = m(m(g, h), k) for all g, h, k ∈ G such thatα(g) = β(h) andα(h) =

β(k),
(iii) α(ε(x)) = x andβ(ε(x)) = x for all x ∈ M,
(iv) m(g, ε(α(g))) = g andm(ε(β(g)), g) = g for all g ∈ G,
(v) m(g, ι(g)) = ε(β(g)) andm(ι(g), g) = ε(α(g)) for all g ∈ G.

A groupoidG over a baseM will be denoted byG ⇒ M. Given two groupoidsG1 ⇒ M1
andG2 ⇒ M2, amorphism of groupoidsis a pair of mapsΦ : G1→ G2 andΦ0 : M1→
M2 which commute with all the structural functions ofG1 andG2, i.e.α2 ◦Φ = Φ0 ◦ α1,
β2 ◦ Φ = Φ0 ◦ β1 andΦ(g1h1) = Φ(g1)Φ(h1) for (g1, h1) ∈ G

(2)
1 (for more details, see

[29]). If G andM are manifolds,G ⇒ M is aLie groupoidif:

(i) α andβ are differentiable submersions,
(ii) m, ε andι are differentiable maps.

From now on, we will usually writegh for m(g, h), g−1 for ι(g) andx̃ for ε(x). More-
over, if x ∈ M, thenGx = α−1(x) (respectively,Gx = β−1(x)) will be said theα-fiber
(respectively, theβ-fiber) of x. Furthermore, sinceε is an inmersion, we will identifyM
with ε(M).

Next, we will recall some notions related with Lie groupoids which will be useful in the
following (for more details, see[29]).

Definition 2.5. Let G ⇒ M be a Lie groupoid over a manifoldM. For U ⊆ M open,
a local bisection (or local admissible section) ofG on U is a smooth mapK : U → G

which is right-inverse toβ and for whichα ◦ K : U → α(K(U)) is a diffeomorphism
from U to the open setα(K(U)) in M. If U = M,K is a global bisection or simply a bi-
section.

The existence of local bisections through any pointg ∈ G is always guaranteed.
If K : U → G is a local bisection withV = (α ◦ K)(U), the localleft-translationand

right-translationinduced byK are the mapsLK : β−1(V)→ β−1(U) andRK : α−1(U)→
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α−1(V), defined by

LK(g) = K((α ◦K)−1(β(g)))g, RK(h) = hK(α(h))

for g ∈ β−1(V) andh ∈ α−1(U).

Remark 2.6. If y0 ∈ U andK(y0) = g0, α(g0) = x0, then the restriction ofLK to Gx0 is
the left-translation byg0:

Lg0 : Gx0 → Gy0, h �→ Lg0(h) = g0h.

In a similar way, the restriction ofRK to Gy0 is the right-translation byg0:

Rg0 : Gy0 → Gx0, g �→ Rg0(g) = gg0.

A multivector fieldP onG is said to beleft-invariant(respectively,right-invariant) if it is
tangent to the fibers ofβ (respectively,α) andP(gh) = (LK)

h∗(P(h)) (respectively,P(gh) =
(RK)

g
∗(P(g))) for g, h ∈ G andK : U → G any local bisection throughh (respectively,

g). If P andQ are two left-invariant (respectively, right-invariant) multivector fields onG,
then [P,Q] is again left-invariant (respectively, right-invariant).

Now, we will recall the definition of the Lie algebroid associated with a Lie groupoid.
Suppose thatG ⇒ M is a Lie groupoid. Then, we may consider the vector bundleAG→

M, whose fiber at a pointx ∈ M is AxG = Tx̃G
x. It is easy to prove that there exists a

bijection between the spaceΓ(AG) and the set of left-invariant (respectively, right-invariant)
vector fields onG. If X is a section ofAG, the corresponding left-invariant (respectively,
right-invariant) vector field onG will be denoted by←−X (respectively,−→X ). Using the above
facts, we may introduce a Lie algebroid structure([[ , ]] , ρ) on AG, which is defined by for
X, Y ∈ Γ(AG) andx ∈ M:
←−−−
[[X, Y ]] = [←−X ,

←−
Y ], ρ(X)(x) = αx̃

∗(X(x)). (2.7)

Remark 2.7. There exists a bijection between the spaceΓ(∧k(AG)) and the set of left-
invariant (respectively, right-invariant)k-vector fields. IfP is a section of∧k(AG), we
will denote by←−P (respectively,←−P ) the corresponding left-invariant (respectively, right-
invariant)k-vector field onG. Moreover, ifP,Q ∈ Γ(∧∗(AG)), we have that
←−−−−
[[P,Q]] = [←−P ,

←−
Q ]. (2.8)

Example 2.8.

(1) Lie groups
Any Lie groupG is a Lie groupoid over{e}, the identity element ofG. The Lie

algebroid associated withG is just the Lie algebrag of G.
(2) The banal groupoid

Let M be a differentiable manifold. The product manifoldM ×M is a Lie groupoid
overM in the following way:α is the projection onto the second factor andβ is the
projection onto the first factor;ε(x) = (x, x) for all x ∈ M andm((x, y), (y, z)) =
(x, z). M ×M ⇒ M is called thebanal groupoid. The Lie algebroid associated with
the banal groupoid is the tangent bundleTM of M.
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(3) The direct product of Lie groupoids
If G1 ⇒ M1 andG2 ⇒ M2 are Lie groupoids, thenG1×G2 ⇒ M1×M2 is a Lie

groupoid in a natural way.
(4) Action groupoids

Let G ⇒ M be a Lie groupoid andπ : P → M be a smooth map. IfP ∗ G =
{(p, g) ∈ P ×G/π(p) = β(g)}, then a right action ofG onπ is a smooth map:

P ∗G→ P, (p, g) �→ p · g,
which satisfies the following relations:

π(p · g) = α(g) for all (p, g) ∈ P ∗G,

(p · g) · h = p · (gh) for all (g, h) ∈ G(2) and (p, g) ∈ P ∗G,

p · π̃(p) = p for all p ∈ P.

Given such an action one constructs theaction groupoidP ∗G ⇒ P by defining

α′(p, g) = p · g, β′(p, g) = p, m′((p, g), (q, h)) = (p,gh) if q = p · g,
ε′(p) = (p, ε(π(p))), ι′(p, g) = (p · g, g−1).

Now, if p ∈ P , we consider the mapπp : Gπ(p)→ P given by

πp(g) = p · g.
Then, ifAG is the Lie algebroid ofG, theR-linear map:

∗ : Γ(AG)→ X(P), X ∈ Γ(AG) �→ X∗ ∈ X(P)

defined by

X∗(p) = (πp)
π̃(p)
∗ (X(π(p))) for all p ∈ P (2.9)

induces an action ofAGonπ : P → M. In addition, the Lie algebroid associated with
the Lie groupoidP ∗G ⇒ P is the action Lie algebroidAG� π (for more details, see
[14]).

(5) The tangent groupoid
Let G ⇒ M be a Lie groupoid. Then, the tangent bundleTG is a Lie groupoid over

TM. The projectionsαT, βT, the partial multiplication⊕TG, the inclusionεT and the
inversionιT are defined by

αT(Xg) = α
g
∗(Xg), βT(Xg) = β

g
∗(Xg) for Xg ∈ TgG,

Xg ⊕TG Yh = m
(g,h)
∗ (Xg, Yh) for (Xg, Yh) ∈ (TG)

(2)
(g,h) = T(g,h)G

(2),

εT(Xx) = εx∗(Xx) for Xx ∈ TxM, ιT(Xg) = ι
g
∗(Xg) for Xg ∈ TgG.

(2.10)

In [42], it has been given an explicit expression for the multiplication⊕TG. If αg
∗(Xg) =

βh∗(Xh) = Wx, x = α(g) = β(h), then

Xg ⊕TG Yh = (LX)
h
∗(Yh)+ (RY)

g
∗(Xg)− (LX)

h
∗((RY)

x̃
∗(ε

x
∗(W))), (2.11)
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whereX,Y are any (local) bisections ofG with X(x) = g andY(x) = h. The tangent
Lie algebroidTAG→ TM is just the Lie algebroid associated with the tangent groupoid
TG⇒ TM (for more details, see[30]).

Remark 2.9. If G is a Lie group then, from(2.11), it follows that

Xg ⊕TG Yh = (Lg)
h
∗(Yh)+ (Rh)

g
∗(Xg) for Xg ∈ TgG and Yh ∈ ThG. (2.12)

(6) The cotangent groupoid
Let G ⇒ M be a Lie groupoid. IfA∗G is the dual bundle toAG, then the cotan-

gent bundleT ∗Gis a Lie groupoid overA∗G. The projections̃α and β̃, the partial
multiplication⊕T ∗G, the inclusioñε and the inversioñι are defined as follows:

α̃(ωg)(X) = ωg((Lg)
α̃(g)
∗ (X)) for ωg ∈ T ∗g G and X ∈ Aα(g)G,

β̃(νh)(Y) = νh((Rh)
β̃(h)
∗ (Y − ε

β(h)
∗ (α

β̃(h)
∗ (Y)))) for ν ∈ T ∗hG and Y ∈ Aβ(h)G,

(ωg ⊕T ∗G νh)(Xg ⊕TG Yh) = ωg(Xg)+ νh(Yh) for (Xg, Yh) ∈ T(g,h)G
(2),

ε̃(ωx)(Xx̃) = ωx(Xx̃ − εx∗(β
x̃
∗(Xx̃))) for ωx ∈ A∗xG,Xx̃ ∈ Tx̃ ∈ G and x ∈ M,

ι̃(ωg)(Xg−1) = −ωg(ι
g−1

∗ (Xg−1))

for ωg ∈ T ∗g G and Xg−1G and Xg−1 ∈ Tg−1G. (2.13)

Note thatε̃(A∗G) is just the conormal bundle ofM ∼= ε(M) as a submanifold ofG.
On the other hand, sinceA∗G is a Poisson manifold, the cotangent bundleT ∗(A∗G)

is a Lie algebroid. In fact, the Lie algebroid of the cotangent Lie groupoidT ∗G ⇒ A∗G
may be identified withT ∗(A∗G) (for more details, see[2,30]).

Remark 2.10. If G is a Lie group andωg ∈ T ∗g G, νh ∈ T ∗hG satisfyα̃(ωg) = β̃(νh) then,
from (2.12), it follows that

ωg ⊕T ∗G νh = 1
2{((Rh−1)

gh
∗ )∗(ωg)+ ((Lg−1)

gh
∗ )∗(νh)}. (2.14)

2.4. Generalized Lie bialgebroids

In this section, we will recall the definition of a generalized Lie bialgebroid. First, we
will exhibit some results about the differential calculus on Lie algebroids in the presence
of a 1-cocycle (for more details, see[17]).

If (A, [[ , ]] , ρ) is a Lie algebroid overM and, in addition, we have a 1-cocycleφ0 ∈
Γ(A∗), then the usual representation of the Lie algebraΓ(A) on the spaceC∞(M,R) can be
modified and a new representation is obtained. This representation is given byρφ0(X)(f ) =
ρ(X)(f )+φ0(X)f for X ∈ Γ(A) andf ∈ C∞(M,R). The resulting cohomology operator
dφ0 is called theφ0-differential ofA and its expression, in terms of the differential d ofA,
is

dφ0ω = dω + φ0 ∧ ω (2.15)
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for ω ∈ Γ(∧kA∗). Theφ0-differential ofA allows us to define, in a natural way, theφ0-Lie
derivative by a sectionX ∈ Γ(A), (Lφ0)X : Γ(∧kA∗) → Γ(∧kA∗), as the commutator
of dφ0 and the contraction byX, i.e. (Lφ0)X = dφ0 ◦ i(X) + i(X) ◦ dφ0 (for the general
definition of the differential and the Lie derivative associated with a representation of a Lie
algebroid on a vector bundle, see[29]).

On the other hand, imitating the definition of the Schouten bracket of two multilinear
first-order differential operators on the space ofC∞ real-valued functions on a manifoldN
(see[1]), we introduced theφ0-Schouten bracket of ap-sectionP and ap′-sectionP ′ as
the (p+ p′ − 1)-section given by

[[P,P ′]]φ0 = [[P,P ′]] + (−1)p+1(p− 1)P ∧ (i(φ0)P
′)− (p′ − 1)(i(φ0)P) ∧ P ′,

(2.16)

where [[, ]] is the usual Schouten bracket ofA (some properties of theφ0-Schouten bracket
were obtained in[17]). Moreover, using theφ0-Schouten bracket, we can define theφ0-Lie
derivative ofP ∈ Γ(∧kA) by X ∈ Γ(A) as

(Lφ0)X(P) = [[X,P ]]φ0. (2.17)

Remark 2.11. The product manifold̄A = A× TR is a vector bundle overM×R and one
may define a Lie algebroid structure([[ , ]]–, ρ̄) on Ā, where [[, ]]– is the obvious product
Lie bracket and̄ρ = ρ × id : Ā → TM× TR. The direct sumΓ(∧pA) ⊕ Γ(∧p−1A) is
a subspace ofΓ(∧pĀ) and we may consider the monomorphism ofC∞(M,R)-modules
Ūφ0 : Γ(∧pA) → Γ(∧pĀ) given by Ūφ0(P) = (e−(p−1)tP, e−(p−1)t i(φ0)(P)). Then, it
is easy to prove that̄Uφ0([[P,P

′]]φ0) = [[ Ūφ0(P), Ūφ0(P
′)]]– for P ∈ Γ(∧pA) andP ′ ∈

Γ(∧′pA) (see[11]).

Now, suppose that(A, [[ , ]] , ρ) is a Lie algebroid and thatφ0 ∈ Γ(A∗) is a 1-cocycle.
Assume also that the dual bundleA∗ admits a Lie algebroid structure([[ , ]]∗, ρ∗) and that
X0 ∈ Γ(A) is a 1-cocycle. The pair((A, φ0), (A

∗, X0)) is ageneralized Lie bialgebroidif

d∗X0[[X, Y ]] = [[X,d∗X0Y ]]φ0 − [[Y,d∗X0X]]φ0, (L∗X0)φ0P + (Lφ0)X0P = 0

(2.18)

for X, Y ∈ Γ(A) andP ∈ Γ(∧pA), where d∗X0 (respectively,L∗X0) is theX0-differential
(respectively, theX0-Lie derivative) ofA∗. Note that the second equality in(2.18)holds if
and only if

φ0(X0) = 0, ρ(X0) = −ρ∗(φ0), (L∗X0)φ0X+ [[X0, X]] = 0 (2.19)

for X ∈ Γ(A) (see[17]). Very recently, an interesting characterization of generalized Lie
bialgebroids has been obtained by Grabowski and Marmo[11] as follows. If we consider
the bracket [[, ]] ′φ0

of ap-sectionP and ap′-sectionP ′ as the(p+p′ − 1)-section given by

[[P,P ′]] ′φ0
= (−1)p+1[[P,P ′]]φ0, then((A, φ0), (A

∗, X0)) is a generalized Lie bialgebroid

if and only if d∗X0 is a derivation of(⊕kΓ(∧kA), [[ , ]])′φ0
), i.e.:

d∗X0[[P,P ′]] ′φ0
= [[d∗X0P,P

′]] ′φ0
+ (−1)p+1[[P, d∗X0P

′]] ′φ0
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for P ∈ Γ(∧pA) andP ′ ∈ Γ(∧∗A). In the particular case whenφ0 = 0 andX0 = 0,
(2.18) is equivalent to the condition d∗[[X, Y ]] = [[X, d∗Y ]] − [[Y, d∗X]]. Thus, the pair
((A,0), (A∗,0)) is a generalized Lie bialgebroid if and only if the pair(A,A∗) is a Lie
bialgebroid (see[22,30]).

On the other hand, if(M,Λ,E) is a Jacobi manifold, then we proved in[17] that the pair
((TM×R, φ0), (T

∗M ×R, X0)) is a generalized Lie bialgebroid, whereφ0 andX0 are the
1-cocycles onTM× R andT ∗M × R given by

φ0 = (0,1) ∈ Ω1(M)× C∞(M,R) ∼= Γ(T ∗M × R),

X0 = (−E,0) ∈ X(M)× C∞(M,R) ∼= Γ(TM× R).

As a kind of converse, we have the following result.

Theorem 2.12 (Iglesias and Marrero[17]). Let ((A, φ0), (A
∗, X0)) be a generalized Lie

bialgebroid over M. Then, the bracket of functions{, }0 : C∞(M,R) × C∞(M,R) →
C∞(M,R) given by

{f, g}0 := dφ0f · d∗X0g for f, g ∈ C∞(M,R)

defines a Jacobi structure on M.

If (Λ0, E) is the Jacobi structure onM associated with the Jacobi bracket{, }0, then

#Λ0(ω0) = ρ∗(ρ∗(ω0)), E0 = ρ0(φ0) = −ρ(X0) (2.20)

for ω0 ∈ Ω1(M), ρ∗ : Ω1(M) → Γ(A∗) being the adjoint operator of the anchor map
ρ : Γ(A)→ X(M).

Next, we will recall the construction of the Lie bialgebroid associated with a generalized
Lie bialgebroid (for more details, see[17]).

Let (A, [[ , ]] , ρ) be a Lie algebroid overM andφ0 ∈ Γ(A∗) be a 1-cocycle. Then, there
exists two Lie algebroid structures on the vector bundleÃ = A× R→ M × R. First, we
consider the map∗ : Γ(A)→ X(M × R) given by

X∗ = ρ(X) ◦ π1+ (φ0(X) ◦ π1)
∂

∂t
, (2.21)

whereπ1 : M ×R→ M is the canonical projection onto the first factor. It is easy to prove
that∗ is an action ofA onπ1 (seeSection 2.2). Thus, ifπ∗1A is the pull-back ofA overπ1,
then the vector bundleπ∗1A → M × R admits a Lie algebroid structure([[ , ]]−φ0, ρ̄φ0). It
is clear that the vector bundlesπ∗1A→ M ×R andÃ = A×R→ M ×R are isomorphic
and that the space of sectionsΓ(Ã) of Ã → M × R can be identified with the set of
time-dependent sections ofA→ M. Under this identification, the Lie algebroid structure
([[ , ]]−φ0, ρ̄φ0) is given by

[[X̃, Ỹ ]]−φ0 = [[X̃, Ỹ ]]∼ + φ0(X̃)
∂Ỹ

∂t
− φ0(Ỹ )

∂X̃

∂t
, ρ̄φ0(X̃) = ρ̃(X̃)+ φ0(X̃)

∂

∂t
(2.22)
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for X̃, Ỹ ∈ Γ(Ã), where([[ , ]]∼, ρ̃) is the Lie algebroid structure onπ∗1A defined by the
zero 1-cocycle and∂X̃/∂t (respectively,∂Ỹ/∂t) denotes the derivative of̃X (respectively,
Ỹ ) with respect to the time.

Now, let Ψ : Ã → Ã be the isomorphism of vector bundles over the identity defined
by Ψ(v, t) = (etv, t) for (v, t) ∈ A × R = Ã. Using Ψ and the Lie algebroid struc-
ture ([[ , ]]−φ0, ρ̄φ0), one can introduce a new Lie algebroid structure([[ , ]]∧φ0, ρ̂φ0) on the
vector bundleÃ → M × R in such a way that the Lie algebroids(Ã, [[ , ]]−φ0, ρ̄φ0) and
(Ã, [[ , ]]∧φ0, ρ̂φ0) are isomorphic. We have that

[[X̃, Ỹ ]]∧φ0 = e−t
(

[[X̃, Ỹ ]]∼ + φ0(X̃)

(
∂Ỹ

∂t
− Ỹ

)
− φ0(Ỹ )

(
∂X̃

∂t
− X̃

))
,

ρ̂φ0(X̃) = e−t
(
ρ̃(X̃)+ φ0(X̃)

∂

∂t

)
(2.23)

for all X̃, Ỹ ∈ Γ(Ã). Moreover, one may prove the following result.

Theorem 2.13 (Iglesias and Marrero[17]). Let ((A, φ0), (A
∗, X0)) be a generalized Lie

bialgebroid and(Λ,E) be the induced Jacobi structure on M. Consider onÃ = A ×
R (respectively, Ã∗ = A∗ × R) the Lie algebroid structure([[ , ]]−φ0, ρ̄φ0) (respectively,
([[ , ]]∧X0∗ , ρ̂

X0∗ )). Then:

(i) The pair(Ã, Ã∗) is a Lie bialgebroid overM × R.
(ii) If Λ̃ is the induced Poisson structure onM × R, thenΛ̃ is the Poissonization of the

Jacobi structure(Λ,E).

3. Contact groupoids and 1-jet Lie groupoids

First, we will recall the notion of a contact groupoid.

Definition 3.1 (Kerbrat and Souici-Benhammadi[20]). Let G ⇒ M be a Lie groupoid,
η ∈ Ω1(G) be a contact 1-form onG andσ : G→ R be an arbitrary function. If⊕TG is
the partial multiplication in the Lie groupoidTG⇒ TM, we will say that(G ⇒ M,η, σ) is
a contact groupoid if and only if

ηgh(Xg ⊕TG Yh) = ηg(Xg)+ eσ(g)ηh(Yh) for (Xg, Yg) ∈ TG(2). (3.1)

Remark 3.2. Actually, the definition of a contact groupoid given in[20] is slightly different
to the one given here. The relation between both approaches is the following one. If(G ⇒
M, θ, κ) is a contact groupoid in the sense of Kerbrat and Souici-Benhammadi[20], then
(G ⇒ M,η, σ) is a contact groupoid in the sense ofDefinition 3.1, whereσ(g) = κ(g−1)

for g ∈ G, andηg is the inverse ofθg−1 in the Lie groupoidT ∗ ⇒ A∗G.

If (G ⇒ M,η, σ) is a contact groupoid then, using the associativity of⊕TG, we deduce
thatσ : G→ R is a multiplicative function, i.e.:

σ(gh) = σ(g)+ σ(h) (3.2)
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for (g, h) ∈ G(2). In particular,σ|ε(M) = 0 and therefore, using(3.1), it follows that
ηx̃(ε

x∗(Xx)) = 0 for x ∈ M andXx ∈ TxM. Thus, if ι : G → G is the inversion ofG,
we obtain thatι∗η = −e−ση. This implies thatG is a contact groupoid in the sense of[7].
Using this fact, we deduce the following result.

Proposition 3.3. Let (G ⇒ M,η, σ) be a contact groupoid and suppose thatdimG =
2n+ 1. Then:

(i) If g and h are composable elements of G, we have that

(δη)gh(Xg ⊕TG Yh,X
′
g ⊕TG Y ′h)= (δη)g(Xg,X

′
g)+ eσ(g)(δη)h(Yh, Y

′
h)

+ eσ(g)(Xg(σ)ηh(Y
′
h)−X′g(σ)ηh(Yh)) (3.3)

for (Xg, Yh), (X
′
g, Y
′
h) ∈ TG(2).

(ii) M ∼= ε(M) is a Legendre submanifold of G, i.e.ε∗η = 0 anddim ε(M) = dimM = n.
(iii) If (Λ,E) is the Jacobi structure associated with the contact1-form η, then E is a

right-invariant vector field on G andE(σ) = 0. Moreover, if X0 ∈ Γ(AG) is the
section of the Lie algebroid AG of G satisfyingE = −−→X 0, we have that

#Λ(δσ) = −→X 0− e−σ←−X 0. (3.4)

(iv) If αT, βT andεT (respectively, α̃, β̃ and ε̃) are the projections and the inclusion in the
Lie groupoid TG⇒ TM (respectively, T ∗G ⇒ A∗G), then

e−σ#Λ ◦ ε̃ ◦ α̃ = εT ◦ αT ◦ #Λ, #Λ ◦ ε̃ ◦ β̃ = εT ◦ βT ◦ #Λ.

Proof. Using the results in[7], we directly deduce (i), (ii) and (iii).
Now, we will prove (iv). Suppose thatωg ∈ T ∗g G. Then, from (ii), we conclude that

ηα̃(g)(e
−σ(g)#Λ(ε̃(α̃(ωg)))) = ηα̃(g)(ε

α(g)
∗ (α

g
∗(#Λ(ωg)))) = 0.

Furthermore, ifXα(g) ∈ Aα(g)G, it follows that

ε
α(g)
∗ (α

g
∗(#Λ(ωg))) = ι

g
∗(#Λ(ωg))⊕TG #Λ(ωg),

Xα(g) = 0T
g−1G ⊕TG (Lg)

α̃(g)
∗ (Xα(g))

and consequently, using(2.13), (3.1), (3.3) and (3.4)and the fact thatσ is a multiplicative
function, we obtain that

(δη)α̃(g)(ε
α(g)
∗ (α

g
∗(#Λ(ωg))),Xα(g)) = (δη)α̃(g)(e

−σ(g)#Λ(ε̃(α̃(ωg))),Xα(g)).

On the other hand, from(2.13)and (ii), we deduce that

(δη)α̃(g)(ε
α(g)
∗ (α

g
∗(#Λ(ωg))), ε

α(g)
∗ (Yα(g)))

= (δη)α̃(g)(e
−σ(g)#Λ(ε̃(α̃(ωg))), ε

α(g)
∗ (Yα(g))) = 0

for Yα(g) ∈ Tα(g)M.
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The above facts imply thatεT(αT(#Λ(ωg))) = e−σ(g)#Λ(ε̃(α̃(ωg))). In a similar way, one
may prove that #Λ(ε̃(β̃(ωg))) = εT(βT(#Λ(ωg))). �

Using again the results in[7], we have the following proposition.

Proposition 3.4. Let (G ⇒ M,η, σ) be a contact groupoid andXL(G) be the set of
left-invariant vector fields on G. Denote by(Λ,E) the Jacobi structure on G associated
with the contact1-formη, byX0 ∈ Γ(AG) the section of the Lie algebroid AG of G satisfying
E = −−→X 0 and byI : Ω1(M)× C∞(M,R)→ X(G) the map defined by

I(ω0, f0) = #Λ(eσα∗ω0)− (α∗f0)
←−
X 0. (3.5)

Then:

(i) Idefines an isomorphism ofC∞(M,R)modules between the spacesΩ1(M)×C∞(M,R)

andXL(G).
(ii) The base manifold M admits a Jacobi structure(Λ0, E0) in such a way that the projec-

tion β is a Jacobi antimorphism and the pair(α,eσ) is a conformal Jacobi morphism,
i.e.:

Λ0(α(g)) = eσ(g)αg
∗(Λ(g)), E0(α(g)) = α

g
∗(Xeσ (g)),

Λ(β(g)) = −βg
∗(Λ0(g)), E0(β(g)) = −βg

∗(E(g)) (3.6)

for all g ∈ G, whereXeσ = eσ#Λ(δσ) + eσE is the Hamiltonian vector field of the
functioneσ with respect to the Jacobi structure(Λ,E).

(iii) The mapI induces an isomorphism between the Lie algebroids(T ∗M×R, [[ , ]] (Λ0,E0)

#̃(Λ0,E0)) and AG.

Remark 3.5. Denote also byI : T ∗M ×R→ AG the Lie algebroid isomorphism induced
by the isomorphism ofC∞(M,R)-modulesI : Ω1(M) × C∞(M,R) → XL(G). Then,
from (3.5)and sinceσ is a multiplicative function, it follows that

I(ωx, γ) = #Λ((αx̃
∗)
∗(ωx))− γX0(x) (3.7)

for (ωx, γ) ∈ T ∗x M × R.

Now, letG ⇒ M be a Lie groupoid andσ : G→ R be a multiplicative function. Then,
there exists a natural right action of the tangent groupoidTG ⇒ TM on the projection
π1 : TM× R→ TM given by

(vx, λ) ·Xg = (vx,Xg(σ)+ λ)

for (vx, λ) ∈ TM×R andXg ∈ TgG satisfyingβT(Xg) = π1(vx, λ) (seeExample 2.8). The
resulting action groupoid is isomorphic toTG×R ⇒ TM×R with projections(αT)σ, (β

T)σ ,
partial multiplication⊕TG×R, inclusion(εT)σ and inversion(ιT)σ given by

(αT)σ(Xg, λ) = (αT(Xg),Xg(σ)+ λ) for (Xg, λ) ∈ TgG× R,

(βT)σ(Th, µ) = (βT(Yh), µ) for (Yh, µ) ∈ ThG× R,

(Xg, λ)⊕TG×R (Yh, µ) = (Xg ⊕TG Yh, λ) if (αT)σ(Xg, λ) = (βT)σ(Yh, µ),
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(εT)σ(Xx, λ) = (εT(Xx), λ) for (Xx, λ) ∈ TxM × R,

(ιT)σ(Xg, λ) = (ιT(Xg),Xg(σ)+ λ) for (Xg, λ) ∈ TgG× R. (3.8)

Now, suppose that(G ⇒ M,η, σ) is a contact groupoid. Sinceη is a contact 1-form, the
map #(δη,η) : TG× R→ T ∗G× R given by

#(δη,η)(Xg, λ) = (−i(Xg)(δη)g − ληg, ηg(Xg)) (3.9)

is an isomorphism of vector bundles. The inverse map of #(δη,η) is the homomorphism
#(Λ,E) : T ∗G× R→ TG× R defined by

#(Λ,E)(ωg, γ) = (#Λ(ωg)+ γE(g),−ωg(E(g))), (3.10)

where(Λ,E) is the Jacobi structure associated with the contact 1-formη.
On the other hand, ifA∗G is the dual bundle to the Lie algebroidAG then, sinceε(M) is

a Legendre submanifold ofG, the mapψ0 : TM× R→ A∗G given by

ψ0(Xx, λ) = (−i(ε∗x(Xx))(δη)x̃ − ληx̃)|AxG for (Xx, λ) ∈ TxM × R (3.11)

is an isomorphism of vector bundles. Note that #(δη,η)(ε
x∗(Xx), λ) = (ε̃(ψ0(Xx, λ)),0) and

thus the inverse mapϕ0 : A∗G→ TM× R of ψ0 is defined by

ϕ0(ωx) = (αx̃
∗(#Λ(ε̃(ωx))),−ωx(Ex̃ − εx∗(β

x̃
∗(Ex̃)))), (3.12)

ε̃ : A∗G→ T ∗G being the inclusion of identities in the Lie groupoidT ∗G ⇒ A∗G.
Next, we consider the maps̃ασ, β̃σ : T ∗G × R → A∗G, ε̃σ : A∗G → T ∗G × R and

ι̃σ : T ∗G× R→ T ∗G× R given by

α̃σ = ψ0 ◦ (αT)σ ◦ #(Λ,E), β̃σ = ψ0 ◦ (βT)σ ◦ #Λ,E,

ε̃σ = #(δη,η) ◦ (εT)σ ◦ ϕ0, ι̃σ = #(δη,η) ◦ (ιT)σ ◦ #(Λ,E) (3.13)

and the partial multiplication⊕T ∗G×R defined as follows. If(ωg, γ), (νh, ζ) ∈ T ∗G × R

satisfyα̃σ(ωg, γ) = β̃σ(νh, ζ), then

(ωg, γ)⊕T ∗G×R (νh, ζ) = #(δη,η)(#(Λ,E)(ωg, γ)⊕TG×R #(Λ,E)(vh, ζ)). (3.14)

It is clearα̃σ, β̃σ, ε̃σ, ι̃σ and the partial multiplication⊕T ∗G×R are the structural functions
of a Lie groupoid structure inT ∗G×R overA∗G. In addition, the map #(Λ,E) : T ∗G×R→
TG× R is a Lie groupoid isomorphism overϕ0 : A∗G→ TM× R.

Lemma 3.6. If α̃, β̃,⊕T ∗G, ε̃ andι̃ are the structural functions of the Lie groupoidT ∗G ⇒
A∗G, we have that

α̃σ(ωg, γ) = e−σ(g)α̃(ωg) for (ωg, γ) ∈ T ∗g G× R,

β̃σ(νh, ζ) = β̃(νh)− ζ(δσ)β̃(h)|Aβ(h)G
for (νh, ζ) ∈ T ∗hG× R,

((ωg, γ)⊕T ∗G×R (νh, ζ)) = ((ωg + eσ(g)ζ(δσ)g)⊕T ∗G (eσ(g)νh), γ + eσ(g)ζ),

ε̃σ(ωx) = (ε̃(ωx),0) for ωx ∈ A∗xG,

ι̃σ(ωg, γ) = (e−σ(g)(ι̃(ωg)− γ(δσ)g−1),−e−σ(g)γ) for (ωg, γ) ∈ T ∗g G× R.

(3.15)
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Proof. A long computation, using(2.13), (3.1), (3.2), (3.8)–(3.14)andProposition 3.3,
proves the result. �

Note that the maps̃ασ, β̃σ, ε̃σ, ι̃σ , and the partial multiplication⊕T ∗G×R do not depend
on the contact 1-formη. In fact, one may prove the following result.

Theorem 3.7. Let G ⇒ M be an arbitrary Lie groupoid with Lie algebroid AG and
σ : G→ R be a multiplicative function. Then:

(i) The product manifoldT ∗G×R admits a Lie groupoid structure overA∗G with struc-
tural functions given by(3.15).

(ii) If ηG is the canonical contact1-form onT ∗G × R and π̄G : T ∗G × R → G is the
canonical projection, then(T ∗G× R ⇒ A∗G, ηG, σ ◦ π̄G) is a contact groupoid.

Proof. Sinceσ is a multiplicative function, we obtain that

ε∗σ = 0. (3.16)

Moreover, if(g, h) ∈ G(2) andα(g) = β(h) = x ∈ M then, from(2.13), it follows that

α̃((δσ)g) = β̃((δσ)h) = (δσ)x̃|AxG, (δσ)gh = (δσ)g ⊕T ∗G (δσ)h. (3.17)

In addition, using again(2.13)and the fact thatσ is a multiplicative function, we have that

ε̃((δσ)x̃|AxG) = (δσ)x̃, ι̃((δσ)g) = (δσ)g−1 (3.18)

for x ∈ M andg ∈ G.
Thus, from(3.15)–(3.18), we deduce (i).
Now, let G × R ⇒ M be the semi-direct Lie groupoid with projectionsα′, β′ partial

multiplicationm′, inclusionε′ and inversionι′ defined by

α′(g, γ) = α(g), β′(g, γ) = β(g) for (g, γ) ∈ G× R,

m′((g, γ), (h, ζ)) = (gh, γ + eσ(g)ζ) for ((g, γ), (h, ζ)) ∈ (G× R)(2),

ε′(x) = (ε(x),0) for x ∈ M,

ι′(g, γ) = (ι(g),−e−σ(g)γ) for (g, γ) ∈ G× R. (3.19)

Using (3.19), one may prove that the partial multiplication⊕T(G×R) in the tangent Lie
groupoidT(G× R) ⇒ TM is given by(

Xg + ψ
∂

∂t|γ

)
⊕T(G×R)

(
Yh + ϕ

∂

∂t|ζ

)
= (Xg ⊕TG Yh)+ (ψ + eσ(g)(ζXg(σ)+ ϕ))

∂

∂t|γ+eσ(g)ζ
. (3.20)

Next, we consider the map̃πG : T ∗G× R→ G× R given by

π̃G(ωg, γ) = (πG(ωg), γ) for (ωg, γ) ∈ T ∗g G× R,
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whereπG : T ∗G→ G is the canonical projection. From(3.15) and (3.19), we deduce that
π̃G is a Lie groupoid morphism over the mapπ̃0 : A∗G→ M defined by

π̃0(ωx) = x for ωx ∈ A∗xG.

Therefore, the tangent map toπ̃G, T π̃G : T(T ∗G× R)→ T(G× R), given by

T π̃G

(
Xωg + ψ

∂

∂t|γ

)
= (πG)

ωg∗ (Xωg)+ ψ
∂

∂t|γ (3.21)

for Xωg + ψ(∂/∂t)|γ ∈ T(ωg,γ)(G × R) is also a Lie groupoid morphism (over the map
T π̃0 : T(A∗G) → TM) between the tangent Lie groupoidsT(T ∗G × R) ⇒ T(A∗G) and
T(G× R) ⇒ TM.

On the other hand, ifηG is the canonical contact 1-form onT ∗G × R, thenηG =
λG − δt, λG being the Liouville 1-form onT ∗G and (see(3.21))

ηG(ωg,λ)

(
Xωg + ψ

∂

∂t|γ

)
= λG(ωg)(Xωg)− δt|γ

(
ψ

∂

∂t|γ

)
= ωg((πG)

ωg∗ (Xωg))− ψ

= (ωg − δt|γ)
(
T π̃G

(
Xωg + ψ

∂

∂t|γ

))
. (3.22)

Thus, using(3.15), (3.20)–(3.22)and the fact thatT π̃G is a Lie groupoid morphism, we
conclude that

ηG((ωg,γ)⊕T∗G×R(νh,ζ)) = ηG(ωg,γ) ⊕T ∗(T ∗G×R) (eσ(g)ηG(νh,ζ)),

i.e. (T ∗G × R ⇒ A∗G, ηG, σ̄) is a contact groupoid, wherēσ ∈ C∞(T ∗G × R) is the
function given byσ̄ = σ ◦ π̄G. �

Remark 3.8. Let G ⇒ M be a Lie groupoid,σ : G→ R be a multiplicative function and
TG×R ⇒ TM×R, T ∗G×R ⇒ A∗G be the corresponding Lie groupoids with structural
functions given by(3.8) and (3.15). If σ identically vanishes then we recover, by projection,
the Lie groupoidsTG⇒ TM andT ∗G ⇒ A∗G (seeExample 2.8).

Remark 3.9.

(i) A Lie groupoidG ⇒ M is said to be symplectic ifG admits a symplectic 2-formΩ in
such a way that the graph of the partial multiplication inG is a Lagrangian submanifold
of the symplectic manifold(G×G×G,Ω⊕Ω⊕ (−Ω)) (see[2]). If G ⇒ M is an
arbitrary Lie groupoid with Lie algebroidAG and on the cotangent Lie groupoidT ∗G
we consider the canonical symplectic 2-formΩG = −δλG, thenT ∗G is a symplectic
groupoid overA∗G (see[2]).

(ii) Let G ⇒ M be a symplectic groupoid with exact symplectic 2-formΩ = −δθ. Then,
sinceR is a Lie group, the product manifoldG × R is a Lie groupoid overM (see
Examples 2.8, 3). In addition,(G×R ⇒ M,η,0) is a contact groupoid, whereη is the
1-form onG×R given byη = π∗1(θ)−π∗2(δt) andπ1 : G×R→ G, π2 : G×R→ R

are the canonical projections (see[24]). In particular, ifG ⇒ M is an arbitrary Lie
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groupoid with Lie algebroidAG, then we have that(T ∗G × R ⇒ A∗G, ηG,0) is a
contact groupoid,ηG being the canonical contact 1-form onT ∗G×R. Note that, using
Theorem 3.7, we directly deduce this result.

Let G ⇒ M be an arbitrary Lie groupoid with Lie algebroidAG andσ : G → R

be a multiplicative function. FromProposition 3.4, it follows that the contact groupoid
structure onT ∗G× R induces a Jacobi structure on the vector bundleA∗G. Next, we will
describe such a Jacobi structure. For this purpose, we will recall the definition of the linear
Jacobi structure associated with a Lie algebroid and a 1-cocycle on it (for more details,
see[16]).

Suppose that(L, [[ , ]] , ρ) is a Lie algebroid overM and denote byΛL∗ the corresponding
linear Poisson structure onL∗ (seeSection 2.2). If ω0 ∈ Γ(L∗) is a 1-cocycle ofL,∆ is
the Liouville vector field ofL∗ andωv

0 ∈ X(L∗) is the vertical lift ofω0, we have that the
pair (Λ(L∗,ω0), E(L∗,ω0)) is a Jacobi structure onL∗, where

Λ(L∗,ω0) = ΛL∗ +∆ ∧ ωv
0, E(L∗,ω0) = −ωv

0. (3.23)

The Jacobi bracket{, }(L∗,ω0) associated with the Jacobi structure(Λ(L∗,ω0), E(L∗,ω0)) is
characterized by the following conditions:

{X̃, Ỹ}(L∗,ω0) = ˜[[X, Y ]] , {X̃,1}(L∗,ω0) = ω0(X) ◦ τ∗ (3.24)

for X, Y ∈ Γ(L), τ∗ : L∗ → M being the bundle projection. Here, ifZ ∈ Γ(L), we denote
by Z̃ the corresponding linear function onL∗ (see[16]).

Theorem 3.10. Let G ⇒ M be a Lie groupoid with Lie algebroid AG andσ : G → R

be a multiplicative function. If̄πG : T ∗G × R → G is the canonical projection, ηG is
the canonical contact1-form onT ∗G × R and (Λ0, E0) is the Jacobi structure onA∗G
induced by the contact groupoid(T ∗G× R ⇒ A∗G, ηG, σ̄ = σ ◦ π̄G), then

Λ0 = Λ(A∗G,φ0), E0 = E(A∗G,φ0), (3.25)

whereφ0 ∈ Γ(A∗G) is the1-cocycle of the Lie algebroid AG defined by

φ0(x)(Xx) = Xx(σ) for x ∈ M andXx ∈ AxG. (3.26)

Proof. Denote byπ1 : T ∗G×R→ T ∗G the canonical projection onto the first factor. It is
easy to prove thatπ1 is a Jacobi morphism between the contact manifold(T ∗G × R, ηG)

and the symplectic manifold(T ∗G,ΩG). This means that

{f ◦ π1, g ◦ π1}T ∗G×R = {f, g}T ∗G ◦ π1 (3.27)

for f, g ∈ C∞(T ∗G,R), {, }T ∗G×R (respectively,{, }T ∗G) being the Jacobi bracket (respec-
tively, Poisson bracket) associated with the contact 1-formηG (respectively, the symplectic
2-formΩG).

Now, suppose that{, }0 is the Jacobi bracket associated with the Jacobi structure(Λ0, E0).
From(3.6), it follows that

α̃∗σ{f̃ , g̃}0 = e−σ̄{eσ̄ α̃∗σf̃ , eσ̄ α̃∗σg̃}T ∗G×R (3.28)
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for f̃ , g̃ ∈ C∞(T ∗G×R,R). Thus, ifX, Y ∈ Γ(AG) andX̃, Ỹ are the corresponding linear
functions onA∗G, then (see(3.15), (3.27) and (3.28))

{X̃, Ỹ}0(α̃σ(ωg, γ))= (e−σ̄{α̃∗(X̃) ◦ π1, α̃
∗(Ỹ ) ◦ π1}T ∗G×R)(ωg, γ)

= e−σ(g){α̃∗(X̃), α̃∗(Ỹ )}T ∗G(ωg) (3.29)

for (ωg, γ) ∈ T ∗g G× R. On the other hand, using the results in[2], we have that

(πG)νh∗ (X
ΩG

α̃∗(X̃)
(νh)) =←−X (h), (πG)νh∗ (X

ΩG

α̃∗(Ỹ )
(νh)) =←−Y (h) (3.30)

for h ∈ G andνh ∈ T ∗hG, whereXΩG

α̃∗(X̃)
(respectively,XΩG

α̃∗(Ỹ )
) is the Hamiltonian vector

field of the functionα̃∗(X̃) (respectively,α̃∗(Ỹ )) with respect to the symplectic structure
ΩG. Therefore,L

X
ΩG

α̃∗(X̃)

λG = L
X

ΩG

α̃∗(Ỹ )

λG = 0 and from(3.29) and (3.30), we conclude

that

{X̃, Ỹ}0(α̃σ(ωg, γ)) = e−σ(g)λG(ωg)[X
ΩG

α̃∗(X̃)
, X

ΩG

α̃∗(Ỹ )
](ωg) = e−σ(g)ωg(

←−−−
[[X, Y ]](g))

= α̃σ(ωg, γ)([[X, Y ]](α(g))),

[[ , ]] being the Lie bracket onAG. Consequently:

{X̃, Ỹ}0 = ˜[[X, Y ]] . (3.31)

Next, we will show that

{X̃,1}0 = φ0(X) ◦ τA∗G, (3.32)

whereτA∗G : A∗G→ M is the bundle projection. Using(3.15), (3.27) and (3.28), it follows
that

{X̃,1}0(α̃σ(ωg, γ))= (e−σ̄{α̃∗(X̃) ◦ π1, eσ◦πG ◦ π1}T ∗G×R)(ωg, γ)

= e−σ(g){α̃∗(X̃), eσ◦πG}T ∗G(ωg)

= (πG)
ωg∗ (X

ΩG

α̃∗(X̃)
(ωg))(σ).

Thus, from(3.26) and (3.30), we obtain that

{X̃,1}0(α̃σ(ωg, γ)) = (φ0(X) ◦ τA∗G)(α̃σ(ωg, γ)).

This implies that(3.32)holds.
Finally, using(3.31) and (3.32), we deduce(3.25). �

4. Jacobi groupoids

4.1. Jacobi groupoids: definition and examples

Motivated by the results obtained inSection 3about contact groupoids, we introduce the
following definition.
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Definition 4.1. Let G ⇒ M be a Lie groupoid,(Λ,E) be a Jacobi structure onG and
σ : G→ R be a multiplicative function. Then,(G ⇒ M,Λ,E, σ) is a Jacobi groupoid if
the homomorphism #(Λ,E) : T ∗G× R→ TG× R given by

#(Λ,E)(ωg, γ) = (#Λ(ωg)+ γEg,−ωg(Eg))

is a morphism of Lie groupoids over some mapϕ0 : A∗G→ TM×R, where the structural
functions of the Lie groupoid structure onT ∗G × R ⇒ A∗G (respectively,TG× R ⇒
TM× R) are given by(3.15)(respectively,(3.8)).

Remark 4.2. Since #(Λ,E) : T ∗G × R → TG× R is a morphism of Lie groupoids, we
deduce that

ϕ0 = (αT)σ ◦ #(Λ,E) ◦ ε̃σ = (βT)σ ◦ #(Λ,E) ◦ ε̃σ .
Thus, ifωx ∈ A∗xG, it follows that

ϕ0(ωx) = (αx̃
∗(#Λ(ε̃(ωx))),−ωx(E(x̃)− εx∗(β

x̃
∗(E(x̃))))). (4.1)

Example 4.3.

1. Poisson groupoids
If (G ⇒ M,Λ,E, σ) is a Jacobi groupoid withE = 0 andσ = 0, then we recover

the definition of a Poisson groupoid (see[30,31]andRemark 3.8).
2. Contact groupoids

Let (G ⇒ M,η, σ) be a contact groupoid. If(Λ,E) is the Jacobi structure associated
with the contact 1-formη then, using the results inSection 3, we have that(G ⇒
M,Λ,E, σ) is a Jacobi groupoid.

3. Jacobi–Lie groups
In [18], we proved that generalized Lie bialgebras (i.e. generalized Lie bialgebroids

over a single point) may be considered as the infinitesimal invariants of a particular class
of Lie groups. These Lie groups can be defined as follows. LetG be a Lie group with
identity elemente, σ : G → R be a multiplicative function and(Λ,E) be a Jacobi
structure onG such that:

(i) Λ isσ-multiplicative, i.e.Λ(gh) = (Rh)
g
∗(Λ(g))+e−σ(g)(Lg)

h∗(Λ(h)) forg, h ∈ G.
(ii) E is a right-invariant vector field,E(e) = −X0.

(iii) #Λ(δσ) = −→X 0− e−σ←−X 0.

Condition (i) implies thatΛ(e) = 0 and conditions (ii) and (iii) imply thatE(σ) = 0.
Thus, using again (ii) and (iii), we deduce that

(αT)σ ◦ #(Λ,E) = ϕ0 ◦ α̃σ, (βT)σ ◦ #(Λ,E) = ϕ0 ◦ β̃σ .

In addition, from conditions (ii) and (iii), we have that

(Lg)
h
∗Eh = eσ(g)(Egh+ (Rh)

g
∗(#Λ(δσ)g)) (4.2)

for g, h ∈ G.
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Now, suppose that(ωg, γ) ∈ T ∗g G× R and(νh, ζ) ∈ T ∗hG× R satisfy the condition

α̃σ(ωg, γ) = β̃σ(νh, ζ). Then

α̃(ωg + ζ eσ(g)(δσ)g)− β̃(eσ(g)νh). (4.3)

Thus, using(2.12), (3.8) and (4.2)and the fact thatE is a right-invariant vector field, we
deduce that

#(Λ,E)(ωg, γ)⊕TG×R #(Λ,E)(νh, ζ)

= ((Lg)
h
∗(#Λ(νh))+ (Rh)

g
∗(#Λ(ωg + ζ eσ(g)(δσ)g))

+ (γ + eσ(g)ζ)Egh,−ωg(Eg)).

On the other hand,Egh = Eg ⊕TG 0h, and therefore, from(2.14) and (3.15), it follows
that

#(Λ,E)((ωg, γ)⊕T ∗G×R (νh, ζ))

= (1
2#Λ{((Rh−1)

gh
∗ )∗(ωg + ζ eσ(g)(δσ)g)+ ((Lg−1)

gh
∗ )∗(eσ(g)νh)}

+ (γ + eσ(g)ζ)Egh,−ωg(Eg)).

Consequently, using(2.13) and (4.3)and the fact thatΛ isσ-multiplicative, we conclude
that

#(Λ,E)(ωg, γ)⊕TG×R #(Λ,E)(νh, ζ) = #(Λ,E)((ωg, γ)⊕T ∗G×R (νh, ζ)).

Thus, we have proved that(G ⇒ M,Λ,E, σ) is a Jacobi groupoid.
4. An abelian Jacobi groupoid

Let(L, [[ , ]] , ρ)be a Lie algebroid overM andΛL∗ be the corresponding linear Poisson
structure on the dual bundleL∗ (seeSection 2.2). We may consider onL∗ the Lie groupoid
structure for whichα = β is the vector bundle projection and the partial multiplication is
the addition in the fibers. Then,L∗ with the Poisson structureΛL∗ is a Poisson groupoid
(see[40]).

Now, suppose thatω0 ∈ Γ(L∗) is a 1-cocycle ofL and denote by(Λ(L∗,ω0), E(L∗,ω0))

the Jacobi structure onL∗ given by(3.23). Note that: (i) The Liouville vector field∆
of L∗ and the vertical liftωv

0 ∈ X(L∗) of ω0 to L∗ areα-vertical andβ-vertical vector
fields onL∗, and (ii)ωv

0 is a right-invariant and left-invariant vector field onL∗. Using
(i), (ii), (2.11), (3.8), (3.15), (3.23)and the fact that(L∗,ΛL∗) is a Poisson groupoid, we
deduce that(L∗ ⇒ M,Λ(L∗,ω0), E(L∗,ω0),0) is a Jacobi groupoid.

5. The banal Jacobi groupoid
LetM be a differentiable manifold. The results inSection 2.3(seeExample 2.8) imply

thatG = M×R×M is a Lie groupoid overM and, moreover, the functionσ : G→ R

given byσ(x, t, y) = t is multiplicative. Thus, we can consider the corresponding Lie
groupoidsTG× R ⇒ TM× R andT ∗G× R ⇒ A∗G.

On the other hand, the mapΦ : TM× R→ AGgiven by

Φ(Xx, λ) =
(

0, λ
∂

∂t|0 , Xx

)
∈ T(x,0,x)G for (Xxλ) ∈ TxM × R (4.4)
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defines an isomorphism between the Lie algebroids(TM× R, [, ], π) (seeSection 2.2)
andAG. Thus,AG may be identified withTM× R and, under this identification, the
projections and the partial multiplications onTG× R andT ∗G× R are given by

(αT)σ

((
Xx, a

∂

∂t|t , Yy

)
, λ

)
= (Yy, a+ λ),

(βT)σ

((
X′x′ , a

′ ∂

∂t|t′
, Y ′y′

)
, λ′
)
= (X′x′ , λ

′),((
Xx, a

∂

∂t|t , Yy

)
, λ

)
⊕TG×R

((
Yy, a

′ ∂

∂t|t′
, Y ′y′

)
, a+ λ

)
=
((

Xx, (a+ a′)
∂

∂t|t+t′
, Y ′y′

)
, λ

)
,

α̃σ((ωx, aδt|t , θy), γ) = (e−tθy, γ),
β̃σ((ω

′
x′ , a
′δt|t′ , θ′y′), γ ′) = (−ω′x′ , a′ − γ ′),

((ωx, aδt|t , θy), γ)⊕T ∗G×R ((−e−tθy, a′δt|t′ , θ′y′), a′ − e−ta)

= ((ωx, a
′ etδt|t+t′ ,etθ′y′), γ − a+ eta′).

Now, suppose that(Λ,E) is a Jacobi structure onM. Then, it was proved in[15] that
the pair(Λ′, E′) is a Jacobi structure onG, where

Λ′(x, t, y) = −
(
Λ(x)− ∂

∂t|t ∧ E(x)

)
+ e−t

(
Λ(y)+ ∂

∂t|t ∧ E(y)

)
,

E′(x, t, y) = −E(x). (4.5)

Furthermore, it is easy to prove that the mapϕ0 : A∗G ∼= T ∗M × R→ TM× R given
by (4.1) is just the homomorphism #(Λ,E) : T ∗M × R → TM× R. Using the above
facts, we conclude that(G ⇒ M,Λ′, E′, σ) is a Jacobi groupoid.

4.2. Some basic properties of Jacobi groupoids

In this section, we will show some basic properties of Jacobi groupoids.

Proposition 4.4. Let (G ⇒ M,Λ,E, σ) be a Jacobi groupoid. Then:

(i) M ∼= ε(M) is a coisotropic submanifold in G.
(ii) E is a right-invariant vector field on G andE(σ) = 0. Moreover, if X0 ∈ Γ(AG) is the

section of the Lie algebroid AG of G satisfyingE = −−→X 0, we have that

#Λ(δσ) = −→X 0− e−σ←−X 0. (4.6)

(iii) If α̃, β̃ andε̃ are the projections and the inclusion of the Lie groupoidT ∗G ⇒ A∗G,
then

e−σ#Λ ◦ ε̃ ◦ α̃ = εT ◦ αT ◦ #Λ, #Λ ◦ ε̃ ◦ β̃ = εT ◦ βT ◦ #Λ.
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(iv) If g and h are elements of G such thatα(g) = β(h) = x andX andY are (local)
bisections through the points g and h, X(x) = g andY(x) = h, then

Λ(gh) = (RY)
g
∗(Λ(g))+ e−σ(g)(LX)h∗(Λ(h))− e−σ(g)(LX ◦ RY)x̃∗(Λ(x̃)).

(4.7)

Proof. If x is a point ofM then, using(2.13), we obtain that the map

ε̃|A∗xG : A∗xG→ T ∗x̃ G

is a linear isomorphism between the vector spacesA∗xG and the annihilator of the sub-
spaceTx̃ε(M), i.e. (Tx̃ε(M))◦. Thus, from(2.10), (2.13), (3.8), (3.15) and (4.1)and since
(εT)σ ◦ ϕ0 = #(Λ,E) ◦ ε̃σ , it follows thatM ∼= ε(M) is a coisotropic submanifold inG with
respect toΛ. This proves (i).

On the other hand, using(2.10), (2.13), (3.8), (3.15) and (4.1)and the relations:

(αT)σ ◦ #(Λ,E) = ϕ0 ◦ α̃σ, (βT)σ ◦ #(Λ,E) = ϕ0 ◦ β̃σ,

we deduce (ii) and (iii).
Finally, we will prove (iv). Using the multiplicative functionσ, one may introduce the

Lie groupoid structure inT ∗G overA∗G with structural functions̃α∗σ, β̃∗σ,⊕σ
T ∗G, andε̃∗σ

andι̃∗σ given by

α̃∗σ(ωg) = e−σ(g)α̃(ωg), β̃∗σ(νh) = β̃(νh) for ωg ∈ T ∗g G and νh ∈ T ∗hG,

(ωg ⊕σ
T ∗G νh) = ωg ⊕T ∗G (eσ(g)νh), ε̃∗σ(ωx) = ε̃(ωx) for ωx ∈ A∗xG,

ι̃∗σ(ωg) = e−σ(g)ι̃(ωg) for ωg ∈ T ∗g G. (4.8)

In fact, if we consider onT ∗G × R the Lie groupoid structure overA∗G introduced in
Section 3, then the canonical inclusion

T ∗G→ T ∗G× R, ωg ∈ T ∗g G �→ (ωg,0) ∈ T ∗g G× R

is a Lie groupoid monomorphism over the identity ofA∗G.
Since the map #(Λ,E) : T ∗G×R→ TG×R is a Lie groupoid homomorphism, we have

that (see(3.8), (3.15) and (4.8))

#Λ(ωg ⊕T ∗G νh) = #Λ(ωg)⊕TG #Λ(e−σ(g)νh)

for ωg ∈ T ∗g G andνh ∈ T ∗hG satisfyingα̃(ωg) = β̃(νh). Thus, ifΠ is the 2-vector on

G × G × G defined byΠ(g, h, k) = eσ(g)Λ(g) + Λ(h) − eσ(g)Λ(k), it follows that the
graph of the multiplication inG, {(g, h,gh) ∈ G×G×G/α(g) = β(h)}, is a coisotropic
submanifold ofG×G×G with respect toΠ.

Now, denote byΩ the affinoid diagram corresponding to the Lie groupoidG, i.e. see
[41]:

Ω = {(k, g, h, r) ∈ G×G×G×G/α(h) = α(k), β(k) = β(g), r = hk−1g}.
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Then, following the proof of Theorem 4.5 in[41], we obtain thatΩ is a coisotropic sub-
manifold ofG×G×G×G with respect to the 2-vector̃Π given by

Π̃(k, g, h, r) = eσ(k)Λ(k)− eσ(k)Λ(g)− eσ(h)Λ(h)+ eσ(h)Λ(r).

On the other hand, ifg andh are elements ofG satisfyingα(g) = β(h) = x, we have that
(gh, g, h, x̃) is an element ofΩ. In addition for anyξ ∈ T ∗ghG andX,Y (local) bisections
of G through the pointsg andh(X(x) = g andY(x) = h), it follows from Lemma 2.6 in
[42] that

(−ξ, ((RY)g∗)∗(ξ), ((LX)h∗)∗(ξ),−((RY ◦ LX)x̃∗)∗(ξ))

is a conormal vector toΩ at (gh, g, h, x̃), i.e. it is an element of(T(gh,g,h,x̃)Ω)◦. Therefore,
if ξ, η ∈ T ∗ghG we deduce that

(eσ(gh)Λ(gh)− eσ(h)(LX)
h
∗(Λ(h))− eσ(gh)(RY)

g
∗(Λ(g))

+eσ(h)(RY ◦ LX)x̃∗(Λ(x̃)))(ξ, η) = 0.

This implies that(4.7)holds. �

Motivated by the above result, we introduce the following definition.

Definition 4.5. LetG ⇒ M be a Lie groupoid andσ : G→ R be a multiplicative function.
A multivector fieldP onG is σ-affine if for anyg, h ∈ G such thatα(g) = β(h) = x and
any (local) bisectionsX,Y through the pointsg, h,X(x) = g andY(x) = h, we have

P(gh) = (RY)
g
∗(P(g))+ e−σ(g)(LX)h∗(P(h))− e−σ(g)(LX ◦ RY)x̃∗(P(x̃)). (4.9)

It is clear that ifP is aσ-affine multivector andσ identically vanishes, thenP is affine (see
[31,42]). On the other hand, ifG is a Lie group with identity elemente andP is aσ-affine
multivector field onG such thatP(e) = 0, thenP is aσ-multiplicative multivector field in
the sense of[18].

The following proposition gives a very useful characterization ofσ-affine multivector
fields (see[18] for the corresponding result for the case of Lie groups).

Proposition 4.6. Let G ⇒ M be anα-connected Lie groupoid andσ : G → R be a
multiplicative function on G. For a multivector field P on G, the following statements are
equivalent:

(i) P is σ-affine,
(ii) for any left-invariant vector field

←−
X , the Lie derivativeeσL←−X P is left-invariant.

Proof. The result follows using the fact thatσ is multiplicative and proceeding as in the
proof of Theorem 2.2 in[31]. �
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5. Jacobi groupoids and generalized Lie bialgebroids

The aim of this section is to show the relation between Jacobi groupoids and generalized
Lie bialgebroids.

5.1. Coisotropic submanifolds of a Jacobi manifold, Lie algebroids and 1-cocycles

In this section, we will prove that ifS is a coisotropic submanifold of a Jacobi manifold
M, then there exists a Lie algebroid structure on the conormal bundle toS and, in addition,
we can define a distinguished 1-cocycle for this Lie algebroid structure. For this purpose,
we will need the following result.

Lemma 5.1. Let (M,Λ,E) be a Jacobi manifold and([[ , ]] (Λ,E), #̃(Λ,E)) be the Lie alge-
broid structure onT ∗M × R. Suppose that S is a coisotropic submanifold of M and that
̄∗ : Ω1(M) × C∞(M,R) → Ω1(S) × C∞(S,R) is the map defined bȳ∗(ω, f ) = (∗
ω, ∗ f ), : S → M being the canonical inclusion. Then:

(i) Ker ̄∗ is a Lie subalgebra of the Lie algebra(Ω1(M)× C∞(M,R), [[ , ]] (Λ,E)).
(ii) The subspace ofΩ1(M)×C∞(M,R)defined by{(ω, f ) ∈ Ω1(M)×C∞(M,R)/ω|S =

0, ∗ f = 0} is an ideal in Ker̄∗.

Proof.

(i) If (ω, f ), (ν, g) ∈ Ω1(M)× C∞(M,R) satisfy

̄∗(ω, f ) = 0, ̄∗(ν, g) = 0,

it follows from (2.5) that

̄∗[[(ω, f ), (ν, g)]] (Λ,E) = (∗ (i(#Λ(ω))δν − i(#Λ(ν))δω − δ(ω(#Λ(ν)))),

∗ (ω(#Λ(ν))+ #Λ(ω)(g)− #Λ(ν)(f ))). (5.1)

Now, since∗ ω = 0, ∗ ν = 0 andS is a coisotropic submanifold, it follows that the
restriction toS of the vector fields #Λ(ω) and #Λ(ν) is tangent toS. Thus, from(5.1),
we deduce that

̄∗[[(ω, f ), (ν, g)]] (Λ,E) = 0.

(ii) If ω′ andν′ are 1-form onM, we will denote by [[ω′, ν′]]Λ the 1-form onM given by

[[ω′, ν′]]Λ = i(#Λ(ω′))δν′ − i(#Λ(ν′))δω′ − δ(ω′(#Λ(ν′))).

Note that

[[ω′, fν′]]Λ = f [[ω′, ν′]]Λ + #Λ(ω′)(f )ν′ for f ∈ C∞(M,R). (5.2)

Next, suppose that(ω, f ), (ν, g) ∈ Ω1(M) × C∞(M,R) satisfy the following condi-
tions:

ω|S = 0, ∗ f = 0, ̄∗(ν, g) = 0.
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Then, proceeding as in the proof of (i), we have that

[[(ω, f ), (ν, g)]] (Λ,E)|S = ([[ω, ν]]Λ|S ,0).

Thus, ifx is a point ofS, we must prove that [[ω, ν]]Λ(x) = 0. For this purpose, we con-
sider a coordinate neighborhood(U, ϕ) of M with coordinates(x1, . . . , xn, xn+1, . . . ,

xm) such that

ϕ(U ∩ S) = {(x1, . . . , xm) ∈ ϕ(U)/xn+1 = · · · = xm = 0}.
Here,n (respectively,m) is the dimension ofS (respectively,M). Then, onU

ω =
m∑
i=1

ωiδxi, ν =
n∑

j=1

νjδxj +
m∑

k=n+1

ν̄kδxk (5.3)

with

∗ ωi = 0, ∗ νj = 0 (5.4)

for all i ∈ {1, . . . , m} andj ∈ {1, . . . , n}.
Note that, sinceS is a coisotropic submanifold ofM, it follows that

#Λ(δxk)|S(ωi) = 0 for all i ∈ {1, . . . , m} and k ∈ {n+ 1, . . . , m}. (5.5)

Therefore, using(5.2)–(5.5), we conclude that [[ω, ν]]Λ(x) = 0. �

Now, we will show the main result of the section.

Proposition 5.2. Let (M,Λ,E) be a Jacobi manifold and([[ , ]] (Λ,E), #̃(Λ,E)) be the Lie
algebroid structure onT ∗M ×R. Suppose thatS is a coisotropic submanifold of M. Then:

(i) The conormal bundle to S, N(S) = (TS)◦ → S, admits a Lie algebroid structure
([[ , ]]S, ρS) defined by

[[ω, ν]]S(x) = (π1[[(ω̃,0), (ν̃,0)]] (Λ,E))(x), ρS(ω)(x) = #Λ(ωx) (5.6)

for all x ∈ S, whereπ1 : Ω1(M) × C∞(M,R) → Ω1(M) is the projection onto the
first factor andω̃ and ν̃ are arbitrary extensions to M ofω andν, respectively.

(ii) The sectionES of the vector bundleN(S)∗ → S characterized by

ω(ES(x)) = −ω(E(x)) (5.7)

for all ω ∈ NxS = (TxS)
◦ andx ∈ S, is a1-cocycle of the Lie algebroid(N(S), [[ , ]]S, ρS).

Proof. (i) follows from Lemma 5.1and (ii) follows using(5.7)and the fact that(−E,0) ∈
X(M)× C∞(M,R) is a 1-cocycle of the Lie algebroid(T ∗M × R, [[ , ]] (Λ,E), #̃(Λ,E)). �

Remark 5.3. If the Jacobi manifoldM is Poisson (i.e.E = 0), then the 1-cocycleES

identically vanishes and([[ , ]]S, ρS) is just the Lie algebroid structure obtained by Weinstein
in [40].
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5.2. The generalized Lie bialgebroid of a Jacobi groupoid

In this section, we will show that generalized Lie bialgebroids are the infinitesimal in-
variants for Jacobi groupoids.

Let (G ⇒ M,Λ,E, σ) be a Jacobi groupoid andAGbe the Lie algebroid ofG. Then,E is
a right-invariant vector field and, thus, there exists a sectionX0 of AGsuch thatE = −−→X 0
(seeProposition 4.4). Moreover, the conormal bundle toM, as a submanifold ofG, may be
identified withA∗G.

Now, we consider the sectionφ0 of A∗G given by

φ0(Xx) = Xx(σ) for Xx ∈ AxG and x ∈ M. (5.8)

Sinceσ is a Lie groupoid 1-cocycle, it follows thatφ0 is a 1-cocycle of the Lie algebroid
AG (see[42]).

On the other hand, using thatM ∼= ε(M) is a coisotropic submanifold ofG, we deduce
that there exists a Lie algebroid structure([[ , ]]∗, ρ∗) onA∗G and, furthermore, the vector
field E induces a 1-cocycleEM ∈ Γ(AG) of A∗G (seeProposition 5.2). In fact, from
Proposition 5.2, we have thatEM = X0 and

[[ω, ν]]∗(x) = π1[[(˜̃ε ◦ ω,0), (˜̃ε ◦ ω,0)]] (Λ,E)(x̃),

ρ∗(ω)(x) = αx̃
∗(#Λ(ε̃(ωx))) (5.9)

for ω, ν ∈ Γ(A∗G) andx ∈ M, whereε̃ is the inclusion in the Lie groupoidT ∗G ⇒ A∗G
and˜̃ε ◦ ω and˜̃ν ◦ ω are arbitrary extensions toG of ε̃ ◦ ω andε̃ ◦ ν, respectively.

Note that, from(4.1) and (5.9), we have thatϕ0 = (ρ∗, X0), where

(ρ∗, X0)(ωx) = (ρ∗(ωx), ωx(X0(x))) (5.10)

for ωx ∈ A∗xG. In addition, we will prove the following result.

Theorem 5.4. Let (G ⇒ M,Λ,E, σ) be a Jacobi groupoid. Then((AG, φ0), (A
∗G,X0))

is a generalized Lie bialgebroid.

Proof. Denote by d∗X0 theX0-differential of the Lie algebroid(A∗G, [[ , ]]∗, ρ∗). We will
show that

eσL←−X Λ = −←−−−d∗X0X (5.11)

for X ∈ Γ(AG). Suppose thatω1, ω2 are any sections ofA∗G. Let ˜̃ε ◦ ω1, ˜̃ε ◦ ω2 be any of
their extensions to 1-forms onG. Then, using(2.3), (2.5), (2.15) and (5.9)and the fact that
σ|ε(M) ≡ 0, we have that

(eσL←−X Λ)|ε(M)(ω1, ω2)

= ((L
#Λ(˜̃ε◦ω1)

˜̃ε ◦ ω2− L#Λ(˜̃ε◦ω2)
˜̃ε ◦ ω1−Λ( ˜̃ε ◦ ω1, ˜̃ε ◦ ω2))(

←−
X )

+#Λ( ˜̃ε ◦ ω2)( ˜̃ε ◦ ω1(
←−
X ))− #Λ( ˜̃ε ◦ ω1)( ˜̃ε ◦ ω2(

←−
X )))|ε(M)

= [[ω1, ω2]]∗(X)+ ρ∗(ω2)(ω1(X))− ρ∗(ω1)(ω2(X))− (X0 ∧X)(ω1, ω2)

= −(d∗X0X)(ω1, ω2).
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Thus, since−←−−−d∗X0X and eσL←−X Λ are left-invariant 2-vectors (seeProposition 4.6) and their
evaluation coincides on the conormal bundleA∗G, we deduce(5.11).

Using(2.8), (5.8) and (5.11), we obtain that

←−−−−−−−
d∗X0[[X, Y ]] =−eσL[←−X ,

←−
Y ]Λ = L←−Y (eσL←−X Λ)−←−Y (σ)(eσL←−X Λ)

− L←−X (eσL←−Y Λ)+←−X (σ)(eσL←−Y Λ)

=←−−−−−−−[[X,d∗X0Y ]] −←−−−−−−−φ0(X)d∗X0Y −←−−−−−−−[[Y,d∗X0X]] +←−−−−−−−φ0(Y)d∗X0X (5.12)

for X, Y ∈ Γ(AG), where([[ , ]] , ρ) is the Lie algebroid structure onAG. Thus, from(2.16)
and (5.12), we conclude that

d∗X0[[X, Y ]] = [[X,d∗X0Y ]]φ0− [[Y,d∗X0X]]φ0

for X, Y ∈ Γ(AG).
Now, (5.8), the conditionE(σ) = −−→X 0(σ) = 0 (seeProposition 4.4) and the fact thatσ

is a multiplicative function imply thatφ0(X0) ◦ α = 0 and, therefore:

φ0(X0) = 0. (5.13)

Furthermore, ifx ∈ M then, from(4.6), (5.8) and (5.9), we deduce that

εx∗(ρ∗(φ0)(x)) = #Λ(δσ)(x̃) =←−X 0(x̃)−−→X 0(x̃) = −εx∗(αx̃
∗(X0(x))),

i.e. see(2.7):

ρ∗(φ0)(x) = −ρ(X0)(x). (5.14)

On the other hand, using(5.8), (5.11) and (5.13), it follows that

e−σi(δσ)(←−d∗X) = −i(δσ)(L←−X Λ)+ e−σ(φ0(X) ◦ α)←−X 0.

Consequently, using again(5.8), we have that

i(φ0)(d∗X) = −i((δσ)(L←−X Λ)) ◦ ε+ φ0(X)X0. (5.15)

Finally, from(4.6) and (5.8), we deduce that

0= [←−X ,
−→
X 0] = i(δσ)(L←−X Λ)+ #Λ(δ(φ0(X) ◦ α))

− e−σ(φ0(X) ◦ α)←−X 0+ e−σ←−−−−[[X,X0]] ,

which implies that (see(2.3), (5.8), (5.9) and (5.15))

i(φ0)(d∗X)+ d∗(φ0(X))+ [[X0, X]] = 0. �

Next, we will describe the generalized Lie bialgebroids associated with some examples
of Jacobi groupoids. We remark that two generalized Lie bialgebroids((A, φ0), (A

∗, X0))

and((B, ω0), (B
∗, Y0)) over a manifoldM are isomorphic if there exists a Lie algebroid

isomorphismI : A → B such thatI(X0) = Y0 and, in addition, the adjoint operator
I∗ : B∗ → A∗ is also a Lie algebroid isomorphism satisfyingI∗(ω0) = φ0.
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Example 5.5.

1. Poisson groupoids
If (G,Λ,E, σ) is a Jacobi groupoid withE = 0 andσ = 0, i.e.(G,Λ) is a Poisson

groupoid, then we have thatφ0 andX0 identically vanish (see(5.8) andRemark 5.3).
Therefore,(2.18)andTheorem 5.4imply a well-known result (see[30]): if (G,Λ) is a
Poisson groupoid, then the pair(AG, A∗G) is a Lie bialgebroid.

2. Contact groupoids
Let(G ⇒ M,η, σ)be a contact groupoid and(Λ,E)be the Jacobi structure associated

with the contact 1-formη. Then,(G ⇒ M,Λ,E, σ) is a Jacobi groupoid.
Now, denote by(Λ0, E0) the Jacobi structure onM characterized by the conditions

(3.6), by X0 the section of the Lie algebroidAG of G satisfyingE = −−→X 0 and by
I : T ∗M × R→ AG the Lie algebroid isomorphism given by(3.7). If we consider the
section(0,−1) ∈ Ω1(M)× C∞(M,R) of the vector bundleT ∗M × R→ M, we have
that (see(3.7))

I(0,−1) = X0. (5.16)

Moreover, ifI∗ : A∗G → TM× R is the adjoint operator ofI, from (3.7), it follows
that

I∗(νx) = (−αx̃
∗(#Λ(ε̃(νx))),−νx(X0(x))) (5.17)

for νx ∈ A∗xG, whereε̃ is the inclusion in the Lie groupoidT ∗G ⇒ A∗G.
Next, denote by([, ]−, π−) the Lie algebroid structure on the vector bundleTM×R→

M defined by

[(X, f ), (Y, g)] = (−[X, Y ],−(X(g)− Y(f ))), π−(X, f ) = −X

for (X, f ) ∈ X(M)× C∞(M,R).
On the other hand, if on the vector bundleTG× R→ G we consider the natural Lie

algebroid structure (seeSection 2.2), then the map #(Λ,E) : T ∗G × R→ TG× R is a
Lie algebroid homomorphism between the Lie algebroids(T ∗G×R, [[ , ]] (Λ,E), #̃(Λ,E))

and TG× R. Using this fact,(5.9) and sinceM ∼= ε(M) is a coisotropic submani-
fold of G, we deduce thatI∗ defines an isomorphism between the Lie algebroidsA∗G
and(TM× R, [, ]−, π−). In addition, from(5.17)andProposition 3.3, we obtain that
I∗(φ0) = (−E0,0).

In conclusion, if on the vector bundleT ∗M ×R→ M (respectively,TM×R→ M)
we consider the Lie algebroid structure([[ , ]] (Λ0,E0), #̃(Λ0,E0)) (respectively,([, ]−, π−)),
then the generalized Lie bialgebroids((AG, φ0), (A

∗G,X0))and((T ∗M×R, (−E0,0)),
(TM×R, (0,−1))) are isomorphic. Note that the Jacobi structure onM induced by the
generalized Lie bialgebroid((T ∗M×R, (−E0,0)), (TM×R, (0,−1))) is just(Λ0, E0)

(see(2.20)).
3. Jacobi–Lie groups

Let G be a Lie group with identity elemente, σ : G → R be a multiplicative
function and(Λ,E) be a Jacobi structure onG such thatΛ is σ-multiplicative,E is a
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right-invariant vector field and

#Λ(δσ)(g) = −Eg + e−σ(g)(Lg)
e
∗(E(e)) for all g ∈ G.

Then,(G ⇒ {e},Λ,E, σ) is a Jacobi groupoid (seeExample 4.3).
The Lie algebroid ofG is just the Lie algebrag of G, i.e.AG= g and, from(5.8), it

follows thatφ0 = (δσ)(e).
On the other hand, sinceΛ(e) = 0, one may consider the intrinsic derivativeδeΛ :
g→ ∧2g of Λ ate. In fact, using(2.5) and (5.9), we deduce that the Lie bracket [, ]∗ on
the dual spaceA∗G = g∗ of g is given by

[ω, ν]∗ = [ω, ν]Λ − ω(E(e))ν + ν(E(e))ω

for ω, ν ∈ g∗, where [, ]Λ : g∗ × g∗ → g∗ is the adjoint map of the intrinsic derivative
of Λ at e. In addition, the 1-cocycleX0 ong∗ is X0 = −E(e).

Thus, usingTheorem 5.4, we conclude that the pair((g, (δσ)(e)), (g∗,−E(e))) is a
generalized Lie bialgebroid over{e}, i.e. a generalized Lie bialgebra. This result was
proved in[18] (see Theorem 3.12 in[18]).

4. An abelian Jacobi groupoid
Let(L, [[ , ]] , ρ)be a Lie algebroid over a manifoldM andω0 ∈ Γ(L∗)be a 1-cocycle of

L. We may consider onL∗ the Jacobi structure(Λ(L∗,ω0), E(L∗,ω0)) given by(3.23)and
the Lie groupoid structure for whichα = β is the vector bundle projectionτ : L∗ → M

and the partial multiplication is the addition in the fibers. As we know (seeExample 4.3),
(L∗ ⇒ M,Λ(L∗,ω0), E(L∗,ω0),0) is a Jacobi groupoid and we have the corresponding
generalized Lie bialgebroid((A(L∗), φ0 = 0), (A∗(L∗),X0)).

On the other hand, if 0 :M → L∗ is the zero section ofL∗ andµ ∈ τ−1(x) = L∗x,
we will denote byµv(0(x)) ∈ T0(x)L

∗
x the vertical lift ofµ toL∗ at the point 0(x). Then,

the map

v : L∗ → A(L∗), µ ∈ L∗x �→ µv(0(x)) ∈ Ax(L
∗)

defines an isomorphism between the vector bundlesL∗ andA(L∗). Moreover, using
(3.23) and sinceα = τ and the Lie bracket of two left-invariant vector fields onL∗
is zero, we conclude that: (i)v defines an isomorphism between the Lie algebroidL∗
(with the trivial Lie algebroid structure) andA(L∗) and (ii) v(ω0) = X0. In addition,
if v∗ : A∗(L∗) → L is the adjoint map ofv : L∗ → A(L∗) then, from(2.5), (2.6),
(3.23) and (5.9), we deduce thatv∗ induces an isomorphism between the Lie algebroids
A∗(L∗) and(L, [[ , ]] , ρ).

Therefore, we have proved that the generalized Lie bialgebroids((A(L∗),0), (A∗(L∗),
X0)) and((L∗,0), (L, ω0)), are isomorphic.

5. The banal Jacobi groupoid
Let (M,Λ,E) be a Jacobi manifold andG the product manifoldM×R×M. Denote

by (Λ′, E′) the Jacobi structure onG given by(4.5) and byσ : G → R the function
defined byσ(x, t, y) = t. Then, one may consider a Lie groupoid structure inG overM
in such a way that(G ⇒ M,Λ′, E′, σ) is a Jacobi groupoid (seeExample 4.3). Thus,
we have the corresponding generalized Lie bialgebroid((AG, φ0), (A

∗G,X0)). As we
know, the mapΦ : TM× R → AG given by(4.4) defines an isomorphism between
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the Lie algebroids(TM×R, [, ], π) andAGand, moreover, it follows thatΦ(−E,0) =
X0.

Now, letΦ∗ : A∗G→ T ∗M × R be the adjoint map ofΦ. Then, using(2.5), (4.4),
(4.5) and (5.8), we deduce thatΦ∗ induces an isomorphism between the Lie algebroids
A∗G and(T ∗M × R, [[ , ]] (Λ,E), #̃(Λ,E)) and, in addition,Φ∗(φ0) = (0,1).

Therefore, we have proved that the generalized Lie bialgebroids((AG, φ0), (A
∗G,X0))

and((TM× R, (0,1)), (T ∗M × R, (−E,0))) are isomorphic.
To finish this section, we will relate the Jacobi structure onG and the Jacobi structure

onM induced by the generalized Lie bialgebroid structure ofTheorem 5.4.

Proposition 5.6. Let (G ⇒ M,Λ,E, σ) be a Jacobi groupoid and(Λ0, E0) be the Jacobi
structure on M induced by the generalized Lie bialgebroid((AG, φ0), (A

∗G,X0)). Then,
the projectionβ is a Jacobi antimorphism between the Jacobi manifolds(G,Λ,E) and
(M,Λ0, E0) and the pair(α,eσ) is a conformal Jacobi morphism.

Proof. Denote by{, } (respectively,{, }0) the Jacobi bracket associated with the Jacobi
structure(Λ,E) (respectively,(Λ0, E0)). Then, we must prove that

{β∗f1, β
∗f2} = −β∗{f1, f2}0, e−σ{eσα∗f1,eσα∗f2} = α∗{f1, f2}0

for f1, f2 ∈ C∞(M,R).
Now, if (ρ∗, X0) : Γ(A∗G) → X(M) × C∞(M,R) is the map given by(5.10) and

(ρ, φ0) : Γ(AG) → X(M) × C∞(M,R) is the homomorphism ofC∞(M,R)-modules
defined by

(ρ, φ0)(X) = (ρ(X), φ0(X)) (5.18)

then, from(2.20), (5.10) and (5.18), it follows that

#(Λ0,E0) = (ρ∗, X0) ◦ (ρ, φ0)
∗, (5.19)

where(ρ, φ0)
∗ : Ω1(M)×C∞(M,R)→ Γ(A∗G) is the adjoint operator of the homomor-

phism(ρ, φ0).
Using(3.8)and since(βT)σ ◦ #(Λ,E) = (ρ∗, X0) ◦ β̃σ , we have that

{β∗f1, β
∗f2} = 〈#(Λ,E)(β

∗δf1, β
∗f1), (β

∗δf2, β
∗f2)〉

= 〈((β)T
σ ◦ #(Λ,E))(β

∗δf1, β
∗f1), (δf2 ◦ β, β∗f2)〉

= 〈((ρ∗, X0) ◦ β̃σ)(β
∗δf1, β

∗f1), (δf2 ◦ β, β∗f2)〉.

From(2.7), (2.13), (3.15), (5.8) and (5.18), we deduce that̃βσ((β
g
∗)∗(ωβ(g)), λ) = −(ρ, φ0)

∗
(ωβ(g), λ) for (ωβ(g), λ) ∈ T ∗β(g)M × R. Using this fact and(5.19), we get that

{β∗f1, β
∗f2} = β∗{f1, f2}M.
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On the other hand, using(2.7), (2.20) and (3.8), Proposition 4.4and since(αT)σ ◦#(Λ,E) =
(ρ∗, X0) ◦ α̃σ , we obtain that

e−σ{eσα∗f1,eσα∗f2} = e−σ〈#(Λ,E)(δ(e
σα∗f1),eσα∗f1), (δ(e

σα∗f2),eσα∗f2)〉
= eσ〈((αT)σ ◦ #(Λ,E))(α

∗δf1, α
∗f1), (δf2 ◦ α, α∗f2)〉

+ eσ(α∗f1)〈#(Λ,E)(δσ,0), (α∗(δf2), α
∗f2)〉

= eσ〈((ρ∗, X0) ◦ α̃σ)(α
∗(δf1), α

∗f1), (δf2 ◦ α, α∗f2)〉
+ α∗(f1E0(f2)).

Now, from(2.7), (2.13), (3.15), (5.8) and (5.18), it follows that eσ(g)α̃σ((α
g
∗)∗(ωα(g)), λ) =

(ρ, φ0)
∗(ωα(g),0) for (ωα(g), λ) ∈ T ∗α(g)M × R. Therefore

e−σ{eσα∗f1,eσα∗f2} = α∗{f1, f2}0. �

5.3. Integration of generalized Lie bialgebroids

In this section, we will show a converse ofTheorem 5.4, i.e. we will show that one may
integrate a generalized Lie bialgebroid and obtain a Jacobi groupoid.

5.3.1. Jacobi groupoids and Poisson groupoids
In this first subsection, we will prove that a Poisson groupoid can be obtained from any

Jacobi groupoid and we will show the relation between the generalized Lie bialgebroid as-
sociated with the Jacobi groupoid and the Lie bialgebroid induced by the Poisson groupoid.

LetG ⇒ M be a Lie groupoid andσ : G→ R be a multiplicative function. Then, using
the multiplicative character ofσ, we can define a right action ofG ⇒ M on the canonical
projectionπ1 : M × R→ M as follows:

(x, t) · g = (α(g), σ(g)+ t) (5.20)

for (x, t) ∈ M ×R andg ∈ G such thatβ(g) = x. Thus, we have the corresponding action
groupoid(M ×R) ∗G ⇒ M ×R. Moreover, if(AG, [[ , ]] , ρ) is the Lie algebroid ofG, the
multiplicative functionσ induces a 1-cocycleφ0 onAGgiven by (see(5.8))

φ0(x)(Xx) = Xx(σ) for x ∈ M and Xx ∈ AxG. (5.21)

In addition, using the results inSection 2.3(see(2.9)), we deduce that theR-linear map
∗ : Γ(AG)→ X(M × R) defined by

X∗ = (ρ(X) ◦ π1)+ (φ0(X) ◦ π1)
∂

∂t
(5.22)

induces an action ofAG on the projectionπ1 : M × R → M and the Lie algebroid of
(M × R) ∗G is just the action Lie algebroidAG� π1.

Now, it is easy to prove that(M × R) ∗ G may be identified with the product mani-
fold G × R and, under this identification, the structural functions of the Lie groupoid are



D. Iglesias-Ponte, J.C. Marrero / Journal of Geometry and Physics 48 (2003) 385–425 419

given by

ασ(g, t) = (α(g), σ(g)+ t) for (g, t) ∈ G× R,

βσ(h, s) = (β(h), s) for (h, s) ∈ G× R,

mσ((g, t), (h, s)) = (gh, t) if ασ(g, t) = βσ(h, s),

εσ(x, t) = (ε(x), t) for (x, t) ∈ M × R,

ισ(g, t) = (ι(g), σ(g)+ t) for (g, t) ∈ G× R. (5.23)

Thus, ifA(G × R) is the Lie algebroid ofG × R andX ∈ A(x,t)(G × R), it is clear that
X ∈ AxG and therefore the map

J : A(G× R)→ AG× R,

X ∈ A(x,t)(G× R)→ J(X) = (X, t) ∈ AxG× R (5.24)

defines an isomorphism of vector bundles. Furthermore, if onAG×R we consider the Lie
algebroid structure([[ , ]]–φ0, ρ̄φ0) given by(2.22), thenJ is a Lie algebroid isomorphism.
In conclusion, the Lie algebroid of the Lie groupoidG × R ⇒ M × R may be identified
with (AG× R, [[ , ]]–φ0, ρ̄φ0).

We also have the following result.

Proposition 5.7. Let G ⇒ M be a Lie groupoid andσ : G → R be a multiplicative
function. Suppose that(Λ,E) is a Jacobi structure on G, that Λ̃ = e−t(Λ + (∂/∂t) ∧ E)

is the Poissonization onG× R and that inG× R we consider the Lie groupoid structure
onM × R with structural functions given by(5.23). Then, (G ⇒ M,Λ,E, σ) is a Jacobi
groupoid if and only if(G× R ⇒ M × R, Λ̃) is a Poisson groupoid.

Proof. From(2.10) and (5.23), it follows that the projections(ασ)
T, (βσ)

T, the inclusion
(εσ)

T and the partial multiplication⊕T(G×R) of the tangent groupoidT(G×M) ⇒ T(M×R)

are given by

(ασ)
T
(
Xg + λ

∂

∂t|t

)
= αT(Xg)+ (λ+Xg(σ))

∂

∂t|t+σ(g)
for

(
Xg + λ

∂

∂t|t

)
∈ T(g,t)(G× R),

(βσ)
T
(
Yh + µ

∂

∂t|s

)
= βT(Yh)+ µ

∂

∂t|s for

(
Yh + µ

∂

∂t|s

)
∈ T(h,s)(G× R),(

Xg + λ
∂

∂t|t

)
⊕T(G×R)

(
Yh + µ

∂

∂t|s

)
= Xg ⊕TG Yh + ∂

∂t|t ,

(εσ)
T
(
Xx + λ

∂

∂t|t

)
= εT(Xx)+ λ

∂

∂t|t for

(
Xx + λ

∂

∂t|t

)
∈ T(x,t)(M × R).

(5.25)
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On the other hand, using(2.13) and (5.23), we deduce that the projections̃ασ , β̃σ , the
inclusion ε̃σ and the partial multiplication⊕T ∗(G×R) in the cotangent groupoidT ∗(G ×
R) ⇒ A∗G× R are defined by

α̃σ(ωg + γδt|t) = (α̃(ωg), σ(g)+ t) for (ωg + γδt|t) ∈ T ∗(g,t)(G× R),

β̃σ(νh + ζδt|s) = (β̃(νh)− ζ(δσ)β̃(g), s) for (νh + ζδt|s) ∈ T ∗(h,s)(G× R),

(ωg + γδt|t)⊕T ∗(G×R) (νh + ζδt|s) = (ωg + ζ(δσ)g)⊕T ∗G νh + (γ + ζ)δt|t ,
ε̃σ(ωx, t) = ε̃(ωx)+ 0δt|t for (ωx, t) ∈ A∗xG× R. (5.26)

Moreover, from(2.2), we have that the homomorphism #Λ̃ : T ∗(G × R)→ T(G × R) is
given by

#Λ̃(ωg + γδt|t) = e−t
(

#Λ(ωg)+ γEg − ωg(Eg)
∂

∂t
|t
)

(5.27)

for (ωg + γδt|t) ∈ T ∗(g,t)(G× R).
Now, we consider inT ∗G × R (respectively,TG× R) the Lie groupoid structure over

A∗G (respectively,TM×R) with structural functions defined by(3.15)(respectively,(3.8)).
Then, a straightforward computation, using(2.10), (2.13), (3.8), (3.10), (3.15), (5.25)–

(5.27), shows that #(Λ,E) : T ∗G × R → TG× R is a Lie groupoid morphism over some
mapϕ0 : A∗G→ TM× R if and only if #Λ̃ : T ∗(G× R)→ T(G× R) is a Lie groupoid
morphism over some map̃ϕ0 : A∗G× R→ T(M × R). This proves the result. �

As we know (seeSection 2.4) if ((A, φ0), (A
∗, X0)) is a generalized Lie bialgebroid

and on the vector bundleA × M → M × R (respectively,A∗ × R → M × R) we
consider the Lie algebroid structure([[ , ]]–φ0, ρ̄φ0) (respectively,([[ , ]]∧X0

∗ , ρ̂
X0∗ )), then the

pair (A × R, A∗ × R) is a Lie bialgebroid. In particular, if(G ⇒ M,Λ,E, σ) is a Jacobi
groupoid andAG is the Lie algebroid ofG, then the pair(AG× R, A∗G × R) is a Lie
bialgebroid. Furthermore, we have the following proposition.

Proposition 5.8. Let (G ⇒ M,Λ,E, σ) be a Jacobi groupoid and(G×R ⇒ M ×R, Λ̃)

be the corresponding Poisson groupoid. If((AG, φ0), (A
∗G,X0)) (respectively, (A(G ×

R), A∗(G × R))) is the generalized Lie bialgebroid(respectively, the Lie bialgebroid)
associated with(G ⇒ M,Λ,E, σ) (respectively, (G × R ⇒ M × R, Λ̃)), then the Lie
bialgebroids(A(G× R), A∗(G× R)) and(AG× R, A∗G× R) are isomorphic.

Proof. Denote by([[ , ]] , ρ) the Lie algebroid structure onAG and byJ : A(G × R) →
AG×R the isomorphism between the Lie algebroidsA(G×R) and(AG×R, [[ , ]]–φ0, ρ̄φ0)

given by(5.24).
Now, let J̃

∗
: T ∗G× R× R→ T ∗(G× R) be the map defined by

J̃
∗
(ωg, γ, t) = ωg + γδt|t for ωg ∈ T ∗g G and γ, t ∈ R.
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Using the results in[17] (see Section 3.2 in[17]), we deduce that

J̃
∗
[[(α̃, f̃ ), (β̃, g̃)]]∧

X0
(Λ,E) = [[ J̃

∗
(α̃, f̃ ), J̃

∗
(β̃, g̃)]] Λ̃ = [[ α̃+ f̃ δt, β̃ + g̃δt]] Λ̃,

#Λ̃(J̃
∗
(α̃, f̃ )) = ˜̂#(Λ,E)

X0

(α̃, f̃ ) (5.28)

for α̃, β̃ time-dependent 1-forms onG andf̃ , g̃ ∈ C∞(G×R,R), where([[ , ]] (Λ,E), #̃(Λ,E))

(respectively,([[ , ]] Λ̃,#Λ̃)) is the Lie algebroid structure onT ∗G×R (respectively,T ∗(G×
R)) induced by the Jacobi structure(Λ,E) (respectively, the Poisson structureΛ̃) on G

(respectively,G× R).
On the other hand, if we identifyA∗G (respectively,A∗(G×R)) with the conormal bundle

of ε(M) (respectively,εσ(M×R)), then the restriction of̃J
∗

toA∗G×{0}×R ∼= A∗G×R

is just the adjoint operatorJ ∗ : A∗G × R → A∗(G × R) of J. Therefore, from(2.23),
(5.9) and (5.28)andRemark 5.3, we conclude that the mapJ ∗ is an isomorphism between
the Lie algebroids(A∗G× R, [[ , ]]∧X0

∗ , ρ̂
X0∗ ) andA∗(G× R). �

5.3.2. Integration of generalized Lie bialgebroids
In this section, we will show a converse ofTheorem 5.4.
For this purpose, we will use the notion of the derivative of an affinek-vector field on a

Lie groupoid (see[31]). LetG be a Lie groupoid with Lie algebroidAGandP be an affine
k-vector field onG. Then, the derivative ofP , δP , is the mapδP : Γ(AG)→ Γ(∧k(AG))

defined as follows. IfX ∈ Γ(AG), δP(X) is the element inΓ(∧k(AG)) whose left-translation
isL←−X P .

Now, we will prove the announced result at the beginning of this section.

Theorem 5.9. Let ((AG, φ0), (A
∗G,X0)) be a generalized Lie bialgebroid where AG is

the Lie algebroid of anα-connected andα-simply connected Lie groupoidG ⇒ M. Then,
there is a unique multiplicative functionσ : G×R and a unique Jacobi structure(Λ,E) on
G that makes(G ⇒ M,Λ,E, σ) into a Jacobi groupoid with generalized Lie bialgebroid
((AG, φ0), (A

∗G,X0)).

Proof. SinceG is α-connected andα-simply connected, we deduce that there exists a
unique multiplicative functionσ : G→ R such that

φ0(X) = X(σ) ∀X ∈ Γ(AG).

The multiplicative functionσ : G→ R allows us to construct a Lie groupoid structure in
G× R overM × R with structural functionsασ , βσ , mσ , εσ andισ given by(5.23).

If ([[ , ]] , ρ) is the Lie algebroid structure onAG then, as we know, the Lie algebroid of
G × R is (AG× R, [[ , ]]–φ0, ρ̄φ0). Moreover, if ([[ , ]]∗, ρ∗) is the Lie algebroid structure
on A∗G and we consider on the vector bundleA∗G × R → M × R the Lie algebroid
structure([[ , ]]∧X0

∗ , ρ̂
X0∗ ) given by(2.23), it follows that the pair(AG×R, A∗G×R) is a Lie

bialgebroid. Therefore, using Theorem 4.1 in[31], we obtain that there is a unique Poisson
structureΛ̃ on G × R that makesG × R into a Poisson groupoid with Lie bialgebroid
(AG× R, A∗G× R).
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We will see that the 2-vector (onG×R) L∂/∂tΛ̃+ Λ̃ is affine. For this purpose, we will
use the following relation:

L∂/∂t

←−̃
P =

←−
∂P̃

∂t
for P̃ ∈ Γ(∧k(AG× R)). (5.29)

Note thatP̃ is a time-dependent section of the vector bundle∧k(AG)→ M and, thus, one
may consider the derivative of̃P with respect to the time,∂P̃/∂t.

From(5.29)andProposition 4.6, we conclude that the vector field∂/∂t is affine. Conse-
quently (see Proposition 2.5 in[31]), the 2-vectorL∂/∂tΛ̃+ Λ̃ is also affine.

Next, we will show that the Poisson structureΛ̃ is homogeneous with respect to the
vector field∂/∂t. This fact implies that̃Λ is the Poissonization of a Jacobi structure(Λ,E)

onG (seeRemark 2.1). Moreover, fromPropositions 5.7 and 5.8, we will have that(G ⇒
M,Λ,E, σ) is a Jacobi groupoid with generalized Lie bialgebroid((AG, φ0), (A

∗G,X0)).
Therefore, we must prove that̃Λ is homogeneous. Now, using Theorem 2.6 in[31]

and sinceG is α-connected and the 2-vectorL∂/∂tΛ̃ + Λ̃ is affine, we deduce that̃Λ is
homogeneous if and only if:

(i) the derivative of the 2-vectorL∂/∂tΛ̃+ Λ̃ is zero,
(ii) the restriction of the 2-vectorL∂/∂tΛ̃+ Λ̃ to the points ofεσ(M × R) is zero.

First, we will show (i). If H is a Poisson groupoid with Poisson structureπ and Lie
algebroidAH, we have that (see Theorem 3.1 in[42])

L←−X π = −←−d∗X (5.30)

for X ∈ Γ(AH), where d∗ is the differential of the dual Lie algebroidA∗H . Thus, from
(5.29) and (5.30), it follows that

L←−̃
X
(L∂/∂tΛ̃+ Λ̃) = L∂/∂tL←−̃

X
Λ̃− L←−−−

∂X̃/∂t
Λ̃+ L←−̃

X
Λ̃ =
←−−−−
d̂X0∗

∂X̃

∂t
−
←−−
d̂X0∗ X̃−

←−−−−−
∂(d̂X0∗ X̃)

∂t

for X̃ ∈ Γ(AG×R). On the other hand, using the results in[17] (see Remark B.3 in[17]),
we obtain that

d̂X0∗ Z̃ = e−t
(

d̂0
∗Z̃ +X0 ∧

(
Z̃ + ∂Z̃

∂t

))
for Z̃ ∈ Γ(AG× R),

d̂0∗ being the differential of the Lie algebroid(A∗G × R, [[ , ]]∧0∗ , ρ̂0∗). Consequently, we
deduce that

L←−̃
X
(L∂/∂tΛ̃+ Λ̃) = 0.

Next, we will show (ii). If (x, t) is a point ofM × R, then

T ∗εσ(x,t)(G× R) ∼= A∗(x,t)(G× R)⊕ ((ασ)
(x̃,t)
∗ )∗(T ∗(x,t)(M × R)).

Therefore, it is enough to prove that

(L∂/∂tΛ̃+ Λ̃)(δF1, δF2)|εσ(M×R) = 0,
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whenF1 andF2 are either constant onεσ(M ×R) or equal to(ασ)
∗fi, with fi ∈ C∞(M ×

R, ), i = 1,2. We will distinguish three cases.
First case. Suppose thatF1 = (ασ)

∗f1 andF2 = (ασ)
∗f2, with f1, f2 ∈ C∞(M ×

R,R). Denote byΛ̃0 the Poisson structure onM × R induced by the Lie bialgebroid
(AG× R, A∗G × R) and by{, }Λ̃ (respectively,{, }Λ̃0

) the Poisson bracket onG × R

(respectively,M×R) associated with̃Λ (respectively,Λ̃0). Then, fromProposition 5.7and
since the vector field∂/∂t onG× R is ασ-projectable, it follows that

(L∂/∂tΛ̃+ Λ̃)(δF1, δF2)

= α∗σ

(
∂

∂t
{f1, f2}Λ̃0

−
{
∂f1

∂t
, f2

}
Λ̃0

−
{
f1,

∂f2

∂t

}
Λ̃0

+ {f1, f2}Λ̃0

)
.

Thus, using that the Poisson structureΛ̃0 is homogeneous with respect to the vector field
∂/∂t onM × R (seeTheorem 2.13), we obtain that

(L∂/∂tΛ̃+ Λ̃)(δF1, δF2) = 0.

Second case. Suppose thatF1 = (ασ)
∗f1, with f1 ∈ C∞(M × R,R) and thatF2 is

constant onεσ(M × R). Following the proof of Lemma 4.12 in[31], we deduce that

{(ασ)
∗f,H}Λ̃ =

←−−−−−−−−
((ρ̂X0∗ )∗(δf ))(H) (5.31)

for f ∈ C∞(M × R,R) andH ∈ C∞(G× R,R). Note that (see(2.23))

(ρ̂X0∗ )∗(ω + gδt) = e−t((ρ∗)∗(ω)+ gX0) (5.32)

for g ∈ C∞(M × R,R) andω a time-dependent 1-form onM. Therefore, from(5.29),
(5.31) and (5.32)and since∂F2/∂t = 0, we have that

(L∂/∂tΛ̃+ Λ̃)(δF1, δF2)

= −
[
∂

∂t
,
←−−−−−−−
(ρ̂X0∗ )∗(δf1)

]
(F2)−

←−−−−−−−−−−−−
(ρ̂X0∗ )∗

(
δ

(
∂f1

∂t

))
(F2)−

←−−−−−−−
(ρ̂X0∗ )∗(δf1)(F2)

=
←−−−−−−−−−−
∂

∂t
((ρ̂X0∗ )∗(δf1))−

←−−−−−−−−−−−−
(ρ̂X0∗ )∗

(
δ

(
∂f1

∂t

))
−←−−−−−−−(ρ̂X0∗ )∗(δf1)(F2) = 0.

Third case. Suppose thatF1 andF2 are constant onεσ(M×R). Then, using thatεσ(M×R)

is a coisotropic submanifold of(G× R, Λ̃), it follows that

{F1, F2}Λ̃|εσ (M×R) = 0.

Moreover, since∂F1/∂t = ∂F2/∂t = 0 and the restriction toεσ(M ×R) of the vector field
∂/∂t is tangent toεσ(M × R), we conclude that

(L∂/∂tΛ̃+ Λ̃)(δF1, δF2)|εσ(M×R) = 0. �
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Example 5.10.

1. Lie bialgebroids
Let (AG, A∗G) be a Lie bialgebroid whereAG is the Lie algebroid of anα-connected

andα-simply connected Lie groupoidG ⇒ M. Then, usingTheorem 5.9(see also
Examples 4.3,1), we obtain that there exists a unique Poisson structureΛ on G that
makes(G ⇒ M,Λ) into a Poisson groupoid with Lie bialgebroid(AG, A∗G). This
result was proved in[31].

2. Generalized Lie bialgebras
If G is a connected Lie group with identity elemente, σ : G→ R is a multiplicative

function andΛ is aσ-multiplicative 2-vector such that the intrinsic derivative ofΛ at e
is zero, thenΛ identically vanishes (see[18]).

Let ((g, φ0)(g
∗, X0)) be a generalized Lie bialgebra, i.e. a generalized Lie bialgebroid

over a single point, andG be a connected simply connected Lie group with Lie algebra
g. Then, using(5.9), Proposition 4.4andTheorem 5.9we deduce the following facts: (a)
there exists a unique multiplicative functionσ : G→ R and a uniqueσ-multiplicative
2-vectorΛ onG such that(δσ)(e) = φ0 and the intrinsic derivative ofΛ at e is−d∗X0,
d∗X0 being theX0-differential of the Lie algebrag∗; (b) #Λ(δσ) = −→X 0−e−σ←−X0 and (c)
the pair(Λ,E) is a Jacobi structure onG, whereE = −−→X0. These results were proved
in [18] (see Theorem 3.10 in[18]).
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